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Abstract 

Sequencing an HIV quasispecies with next generation sequencing technologies yields a dataset with 

significant amplification bias and errors resulting from both the PCR and sequencing steps. Both the 

amplification bias and sequencing error can be reduced by labelling each cDNA (generated during the 

reverse transcription of the viral RNA to DNA prior to PCR) with a random sequence tag called a Primer 

ID (PID). Processing PID data requires additional computational steps, presenting a barrier to the 

uptake of this method. MotifBinner  is an R package designed to handle PID data with a focus on 

resolving potential problems in the dataset. 

MotifBinner  groups sequences into bins by their PID tags, identifies and removes false unique bins, 

produced from sequencing errors in the PID tags, as well as removing outlier sequences from within a 

bin. MotifBinner  produces a consensus sequence for each bin, as well as a detailed report for the 

dataset, detailing the number of sequences per bin, the number of outlying sequences per bin, rates 

of chimerism, the number of degenerate letters in the final consensus sequences and the most 

divergent consensus sequences (potential contaminants). 

We characterized the ability of the PID approach to reduce the effect of sequencing error, to detect 

minority variants in viral quasispecies and to reduce the rates of PCR induced recombination. We 

produced reference samples with known variants at known frequencies to study the effectiveness of 

increasing PCR elongation time, decreasing the number of PCR cycles, and sample partitioning, by 

means of dPCR (droplet PCR), on PCR induced recombination. After sequencing these artificial samples 

with the PID approach, each consensus sequence was compared to the known variants. There are 

complex relationships between the sample preparation protocol and the characteristics of the 

resulting dataset. We produce a set of recommendations that can be used to inform sample 

preparation that is the most useful the particular study. 

The AMP trial infuses HIV-negative patients with the VRC01 antibody and monitors for HIV infections. 

Accurately timing the infection event and reconstructing the founder viruses of these infections are 

critical for relating infection risk to antibody titer and homology between the founder virus and 

antibody binding sites. Dr. Paul Edlefsen at the Fred Hutch Cancer Research Institute developed a 

pipeline that performs infection timing and founder reconstruction. Here, we document a portion of 

the pipeline, produce detailed tests for that portion of the pipeline and investigate the robustness of 

some of the tools used in the pipeline to violations of their assumptions. 
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2 Introduction 

2.1 Thesis Outline 

The main goal of this project was to develop methods that will improve the accuracy with which the 

genetic information of populations of organisms can be obtained. Sequencing genetic information is 

an error-prone process. Robust techniques exist for correcting these errors when sequencing an 

individual organism, but the approaches for populations of organisms are more complex.  

The first chapter provides background information and reviews some of the existing approaches for 

obtaining the genetic information from populations of organisms. A very basic introduction to 

molecular biology is provided. Using these concepts, the human immunodeficiency virus (HIV) is 

described since it was used as a case study in this work. Next, the traditional approach and its 

limitations to sequencing HIV is reviewed motivating the application of next generation sequencing 

(NGS) for sequencing HIV. Modifications to the standard NGS protocols that enable the sequencing of 

the HIV quasispecies are described in the subsections about the PID approach. The first chapter 

concludes with a discussion of an approach for computing the time since HIV infection based on 

sequence data. 

MotifBinn er  implements a complex algorithm to process the sequence data. Each step in this 

algorithm, and the reasoning that led to the inclusion of that step, together with a detailed example 

of the use of MotifBinner  is detailed in Chapter 2.  An experiment comparing variations in the 

protocols for preparing a sequence library with the PID approach is detailed in Chapter 3. The final 

chapter presents work that tests and investigates a software pipeline that estimates the time since 

infection based on datasets like those produced by MotifBinner .  

2.2 Central Dogma of Molecular Biology 

Molecular biology is a large and complex subject. This section briefly summarizes a few concepts 

drawn from (Fairbanks & Andersen, 1999). In simple terms, the central dogma of molecular biology 

states that genetic information is used to construct proteins. Proteins are large molecules that are 

essential to all living organisms (F. H. Crick, 1958).  

Genetic information is stored in long linear molecules called deoxyribonucleic acid (DNA). DNA 

consists of a long series of nucleotides (also referred to as bases or residues) that are linked together. 

Four different kinds of nucleotides can be found in DNA: adenine (A), cytosine (C), guanine (G) and 

thymine (T) (Watson & Crick, 1953). These four nucleotides form a four-letter alphabet and the order 

in which they occur encodes the genetic information. When DNA is sequenced, the order of the 

nucleotides is determined. 
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Figure 1: Structure of nucleotides. (a) The building blocks of all nucleotides are one or more phosphate groups, a pentose 
sugar, and a nitrogen-containing base. (b) The nitrogen-containing bases of nucleotides. (c) The two pentose sugars of DNA 
and RNA. (OpenStax-College, 2015); Download for free at http://cnx.org/contents/14fb4ad7-39a1-4eee-ab6e-
3ef2482e3e22@7.30. 

A nucleotide is composed of a five-ŎŀǊōƻƴ ǎǳƎŀǊ ƳƻƭŜŎǳƭŜ ǿƛǘƘ ŀ ǇƘƻǎǇƘŀǘŜ ƎǊƻǳǇ ŀǘ ƻƴŜ ŜƴŘ όǘƘŜ рΩ 

ŎŀǊōƻƴύ ŀƴŘ ŀ ƴƛǘǊƻƎŜƴƻǳǎ ōŀǎŜ ŀǘ ǘƘŜ ƻǘƘŜǊ όǘƘŜ мΩ ŎŀǊōƻƴύΣ ǎŜŜ Figure 1. The phosphate group of one 

ƴǳŎƭŜƻǘƛŘŜ Ŏŀƴ ōƛƴŘ ǘƻ ǘƘŜ оΩ ŎŀǊōƻƴ ƻŦ ŀƴƻǘƘŜǊ ƴǳŎƭŜƻǘƛŘŜΣ ŀƭƭƻǿƛƴƎ ƭƻƴƎ ŎƘŀƛƴǎ ǘƻ ŦƻǊƳΦ ¢Ƙƛǎ ŀƭǎƻ 

ǇǊƻǾƛŘŜǎ ǘƘŜ ƻǊƛŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ 5b!Σ ǿƛǘƘ 5b! ōŜƛƴƎ ǊŜŀŘ ŦǊƻƳ ǘƘŜ рΩ ǘƻ ǘƘŜ оΩ ŜƴŘΦ ²ƘŜƴ ŀ ƎŜƴŜ ƻǊ 

region iǎ ǘƻǿŀǊŘǎ ǘƘŜ рΩ ŜƴŘ ƻŦ ǘƘŜ 5b! ƳƻƭŜŎǳƭŜΣ ƛǘ ƛǎ ǎŀƛŘ ǘƻ ōŜ ǳǇǎǘǊŜŀƳ ŀƴŘ ŘƻǿƴǎǘǊŜŀƳ ǿƘŜƴ ƛǘ 

ƛǎ ǘƻǿŀǊŘǎ ǘƘŜ оΩ ŜƴŘΦ 

DNA exists as double stranded helices in which the nitrogenous bases facing each other (Figure 2). The 

facing nitrogenous bases bind to each other with the following restrictions: 1) Adenine can only bind 

to thymine and; 2) Cytosine can only bind to guanine (Watson & Crick, 1953). Adenine binds to 

thymine with two hydrogen bonds while guanine binds to cytosine with three hydrogen bonds, thus 

the bonds between guanine and cytosine is stronger than the bonds between adenine and thymine. 

Additionally, for the bases to bind to each other, the two strands must run in opposite directions in 

the helix. These restrictions mean that any strand in a double stranded DNA molecule is uniquely 
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determined by the other strand. The two strands are said to be reverse complements of each other. 

The formal terminology for the orientation of the two strands is to refer to them as either sense or 

antisense based on their relationship to the messenger RNA for which they encode. However, in the 

Primer ID literature, the strands are referred to as either the forward or reverse stand, with the 

forward strand being the strand that is the same as the RNA version of the sequence. 

 

Figure 2: In the DNA double helix, two strands attach via hydrogen bonds between the bases of the component nucleotides. 
(OpenStax-College, 2015); Download for free at http://cnx.org/contents/14fb4ad7-39a1-4eee-ab6e-3ef2482e3e22@7.30. 

A protein is a long chain of amino acids (AA). The order of the amino acids together with the way the 

protein is folded determines the function of the protein. The order of the amino acids in proteins are 

encoded into regions on DNA molecules called genes. 

There are 20 amino acids, but only 4 letters occur in DNA. Hence, consecutive nucleotides in DNA are 

grouped together into units of three, called codons. There are φτ τ τ τ unique codons, so that 

each amino acid is encoded by multiple codons. This mapping from groups of three nucleotides to 

amino acids is called the genetic code. 

The information in DNA is used build a protein in two steps called transcription and translation. 

Transcription copies the gene from the DNA that encodes the protein into a ribonucleic acid (RNA) 

molecule. Translation builds the protein from the RNA molecule. 

In order to transcribe a gene, an RNA polymerase binds to the DNA just before the start of the gene 

(upstream of the gene). The RNA polymerase proceeds along the gene towards thŜ оΩ ŜƴŘ ƛƴ ǘƘŜ 5b! 

and builds up a strand of RNA by building up a chain of nucleotides that are complementary to the 

ƴǳŎƭŜƻǘƛŘŜǎ ƛƴ ǘƘŜ 5b!Φ wb! ƛǎ ǾŜǊȅ ǎƛƳƛƭŀǊ ǘƻ 5b! ŜȄŎŜǇǘ ǘƘŀǘ ŀǘ ǘƘŜ нΩ ŎŀǊōƻƴ ƻŦ ǘƘŜƛǊ ǎǳƎŀǊǎ ǘƘŜȅ 
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have an extra oxygen molecule attached, and that thymine does not occur in RNA, it is replaced with 

uracil.  

Translation is the process by which protein is constructed by a molecule called a ribosome using an 

RNA molecule as a template. The process is initiated when the ribosome binds to the RNA molecule. 

¢ƘŜ ǊƛōƻǎƻƳŜ ǇǊƻŎŜŜŘǎ ǘƻǿŀǊŘǎ ǘƘŜ оΩ ŜƴŘ ƻŦ ǘƘŜ wb! ŀƴŘ ōǳƛƭŘǎ ǳǇ ŀ ŎƘŀƛƴ ƻŦ ŀƳƛƴƻ ŀŎƛŘǎ ƛƴ ǘƘŜ 

process. The amino acids added into the chain are determined by the codons present in the RNA 

molecule. 

Using the terminology and processes defined in this section, the central dogma of molecular biology 

can be more precisely stated as: DNA codes for RNA, which is translated into protein. Additionally, 

such information cannot be transferred back from protein to either protein or nucleic acid (F. Crick, 

1970). Information flow between DNA and RNA is complex in that DNA (RNA) can code for other DNA 

(RNA) and that DNA can also be constructed from an RNA template. 

2.3 Basic Overview of HIV 

IǳƳŀƴ ƛƳƳǳƴƻŘŜŦƛŎƛŜƴŎȅ ǾƛǊǳǎ όIL±ύ ƛƴŦŜŎǘǎ ƘǳƳŀƴǎΣ ǇǊƛƳŀǊƛƭȅ ǘŀǊƎŜǘƛƴƎ ǘƘŜ /5пҌ ¢ ŎŜƭƭǎ ƻŦ ǘƘŜ ƘƻǎǘΩǎ 

immune system. Once these cells become infected they are destroyed which, as a result, weakens the 

immune system of the infected individual. This in turn can lead to infection by opportunistic 

pathogens, which ultimately results in death (Gottlieb et al., 1981; Masur et al., 1981). The advanced 

stage of the disease, where the immune system of the infected individual is severely compromised, is 

referred to as acquired immunodeficiency syndrome (AIDS)  

HIV is a retrovirus, implying that its genetic information is encoded as RNA rather than DNA. The 

structure of an HIV virion is shown in Figure 3 A. The HIV replication cycle, shown in Figure 4, starts 

when a virion binds to a host cell (generally CD4+ T cells) (Doms & Trono, 2000). The envelope 

glycoprotein on the surface of the virion binds the surface protein, CD4, expressed on CD4+ T cell 

among others. This initiates a series of conformational rearrangements in the envelope protein which 

fuse the virion on CD4+ T cell membranes. Upon fusion the HIV capsid, which contains the viral RNA 

and enzymes, is injected into the host cell cytoplasm. Once inside, the viral RNA is reverse transcribed 

to DNA by the viral enzyme reverse transcriptase (M. D. Miller, Farnet, & Bushman, 1997) and the DNA 

is subsequently incorporated into the DNA of the host cell (Andrake & Skalka, 1996; LaFemina et al., 

1992). The viral DNA incorporated into the host cell is called provirus which replicates by using the 

Ƙƻǎǘ ŎŜƭƭΩǎ ǘǊŀƴǎƭŀǘƛƻƴ ƳŀŎƘƛƴŜǊȅ ǘƻ ǇǊƻŘǳŎŜ IL± ǇǊƻǘŜƛƴǎ (Q. Zhou, Chen, Pierstorff, & Luo, 1998; Q. 

Zhou & Sharp, 1995). As part of this translational process, the HIV envelope protein is also covered in 

ǘƘŜ ǎŀƳŜ ƎƭȅŎŀƴǎ ǘƘŀǘ ŎƻǾŜǊ Ƴŀƴȅ ƻŦ ǘƘŜ ƘƻǎǘΩǎ ŎŜƭƭǎΦ ¢Ƙƛǎ άƎƭȅŎŀƴ ǎƘƛŜƭŘέ ƘƛŘŜǎ ǘƘŜ ǎǳǊŦŀŎŜ ŦŜŀǘǳǊŜǎ ƻŦ 

HIV, allowing it to evade the immune system (Figure 4 B). These viral proteins assemble at the plasma 
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membrane of the infected cell after which a new virion buds from the host cell in order to find other 

host cells to invade (Kohl et al., 1988). 

 

 

Figure 3: Figure 1.1 from (Behrens, 2017). The structure of the virion (A). Two copies of the viral RNA, the integrase enzyme 
and the reverse transcriptase enzyme are surrounded by the capsid. Structural integrity of the virion is provided by the matrix. 
The virion is surrounded by a membrane and the envelope spikes form protuberances on its outside. The envelope spikes are 
covered in glycans (B). 

As described above, the HIV replication cycle requires the reverse transcription of the viral RNA to 

DNA which is facilitated by a viral enzyme, reverse transcriptase. While transcription and translation 

of non-viral DNA and RNA is very accurate due to various proofreading and error correction 

mechanisms (Fairbanks & Andersen, 1999), the reverse transcription process employed by HIV  is less 

accurate since it lacks these mechanism (Bebenek, Abbotts, Wilson, & Kunkel, 1993). Inaccurate 

reverse transcription introduces many mutations (approximately ςȢρφρπ  mutations per base per 

replication cycle (Mansky & Temin, 1995)), which could result in changes to the viral proteins. Since 

these mutations occur randomly, changes may yield a virion that is either less fit than the original or 

non-functional (Gao et al., 2004). However, mutations also occur that do not affect the fitness 

significantly, or which confers an evolutionary advantage (Rambaut, Posada, Crandall, & Holmes, 

2004) Moreover, the replication cycle is short, lasting only 2.5 days (Perelson, Neumann, Markowitz, 

Leonard, & Ho, 1996). This high level of replication and the low level of fidelity of the reverse 

transcription process leads to a diverse population of virions in a single host (Rambaut et al., 2004) 

which is termed the viral quasispecies (Nowak, 1992). 
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Figure 4: Figure 1 from (Pau & George, 2014). The HIV replication cycle. 

Even though infections eventually become diverse, in the vast majority of cases the infection is 

founded by a single virus, defined as the transmitted founder (Keele et al., 2008). The initial phase of 

infection, during which so few viral RNA particles are present that they are undetectable is called the 

eclipse phase. After approximately 10 days of replication, sensitive RNA assays can detect the viral 

RNA (Figure 5). During this early stage, the immune response is limited and poorly targeted to HIV 
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allowing rapid replication. The amount of viral RNA present in the blood of the infected individual, 

called the viral load, increases rapidly leading to a phase of acute infection during which the patient 

may experience flu-like symptoms and the risk of spreading HIV is greatly increased (Simon & Ho, 

2003). 

 

Figure 5: Figure 2 from (Simon & Ho, 2003). The natural course of HIV-1 infection on the basis of the longitudinal evolution of 
the two key surrogate markers τ viral load (plasma viraemia) and CD4 count (CD4+ T-lymphocyte count). 

During this acute phase, the immune system will start to produce antibodies targeted to HIV and the 

CD8+ cells will start to respond to the infection. Together, these responses reduce the severity of the 

infection and reduces the levels of ongoing viral replication. Eventually, the viral load stabilizes around 

a set point and few, or even no, symptoms are experienced. This phase may persist for many years, 

but the low level ongoing replication steadily reduces the amount of CD4+ cells in the infected 

individual. Eventually, the CD4+ cell count is reduced to such a low level that the immune system can 

no longer effectively protect against other pathogens, resulting in a multitude of symptoms related to 

opportunistic infections. An AIDS diagnosis is based on the number and severity of these opportunistic 

infections or a CD4 count below 200 cells per cubic millimeter of blood (Girard, Osmanov, Assossou, 

& Kieny, 2011). 

2.3.1 Overview of HIV treatment 

Various drugs have been developed to treat HIV infected individuals. In March 1987, azidothymidine 

(AZT), originally explored as a treatment for cancer during the 1960s, was approved by the FDA as a 

treatment for AIDS. Soon after, clinical trials showed that AZT effectively delayed the progression of 

HIV into AIDS, thus becoming the first treatment for HIV. Due to large investments in the subsequent 

30 years an extensive suite of drugs that treat HIV have been developed. There drugs are referred to 
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as antiretroviral drugs with treatment commonly referred to as antiretroviral therapy (ART) (Pau & 

George, 2014). The website of the Food and Drug Administration of the United States of America that 

lists the available antiretroviral drugs for the treatment of HIV listed 40 drugs on the 2nd of August 

2018. The drugs are grouped based on their function and disrupt one of the stages of the HIV 

replication cycle. The HIV drug groups and their functions are summarized in Table 1. 

Table 1: Classes of antiretroviral drugs. 

Name (Abbreviation) Description Number 
of drugs 

Multi-class 
Combination 
Products 

Combines a number of different drugs into a combination 
product that simultaneously targets more than one stage in the 
replication cycle. 

5 

Nucleoside Reverse 
Transcriptase 
Inhibitors (NRTIs) 

Inhibits the activity of reverse transcriptase, preventing the 
viral RNA from being converted into DNA. NRTIs mimic the 
natural ACGT nucleotides, but lack some of the structures that 
attach different nucleotides to each other. Hence they 
compete with the normal nucleotides for incorporation and 
when one of them is used by the reverse transcriptase enzyme, 
then the process stops. 

13 

Nonnucleoside 
Reverse 
Transcriptase 
Inhibitors (NNRTIs) 

Like NRTIs, they interfere with the reverse transcription step. 
These drugs directly bind to the reverse transcription enzyme 
disabling it. 

6 

Protease Inhibitors 
(PIs) 

Binds selectively to viral proteases and prevents them from 
producing the precursor molecules needed to produce viral 
particles. 

11 

Fusion Inhibitors Prevents the merging of the HIV envelope and the membrane 
of the CD4 cell. 

1 

Entry Inhibitors Antagonizes a receptor on the surface of a CD4 Cell (the CCR5 
receptor), preventing the HIV virion from forming the bond 
with the CD4 Cell that is required for the envelope and 
membrane to fuse. 

1 

HIV integrase strand 
transfer inhibitors 

Blocks the incorporation of the vƛǊŀƭ 5b! ƛƴǘƻ ǘƘŜ ƘƻǎǘΩǎ 
genome by interfering with the HIV enzyme called integrase. 

3 
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Although the use of a single drug can control the infection, a high dose is required and it is frequently 

unsuccessful. Additionally, resistance to a single can drug can easily arise in a patient. Therefore a 

number of drugs are combined, reducing the required dose of any individual drug required leading to 

reduced side effects, substantially increasing efficacy and reducing the risk of resistance emerging. 

This multi-drug treatment regime is referred to as highly active antiretroviral therapy (HAART). Proper 

adherence to an HAART routine result in a life expectancy of infected individuals which is similar to 

that of uninfected individuals (Pau & George, 2014). 

Some of the cells infected with HIV are not actively producing HIV and are said to be in a latent state. 

All the drugs listed in Table 1 inhibit ongoing replication of HIV, however they do not destroy these 

inactive infected cells. Thus, HAART only reduces the number of active HIV virions present as well as 

the rate at which cells are infected without impacting the latent cells. These latent cells are distributed 

throughout the body, and can remain latent for many years after which they can become active. 

Therefore, even if treatment is effective enough to reduce the viral load of a patient to undetectable 

levels, treatment interruption results in the infection rebounding (Chun et al., 1997). 

2.3.2 HIV drug resistance 

Apart from treatment interruption, drug resistance can also result in a rebound of the infection. After 

prolonged treatment drug resistance often arises in the quasispecies. Due to the increased fitness of 

these strains in the presence of treatment, these variants become the dominant subpopulation in the 

quasispecies, leading to treatment failure. In addition to suppressing the level of replication, HAART 

reduces the chances of drug resistance arising by requiring that multiple mutations need to arise 

simultaneously to confer resistance to the treatment regimen. However, various factors such as poor 

access to medication in resource limited settings, poor adherence and various other political and 

personal factors leads to imperfect treatment (Nachega et al., 2011). 

Low adherence to treatment leads to higher levels of viral replication in the presence of low levels of 

various drugs. In these scenarios, the higher replication levels allow for high numbers of mutations to 

arise and the sub-therapeutic drug concentrations confers a modest fitness advantage to the resistant 

variants. This allows drug resistant variants to arise at a much faster rate than what would have been 

possible with proper treatment. Furthermore, drug resistance strains can be transmitted, leading to 

ŎŀǎŜǎ ǿƘŜǊŜ ŀƴ ƛƴŘƛǾƛŘǳŀƭΩǎ ōŀǎŜƭƛƴŜ ƛƴŦŜŎǘƛƻƴ ƛǎ ŀ ŘǊǳƎ ǊŜǎƛǎǘŀƴǘ ǎǘǊŀƛƴΦ 9ǇƛŘŜƳƛƻƭƻƎƛŎŀƭ ǎǘǳŘƛŜǎ ƻŦ ŘǊǳƎ 

resistance are finding increasing rates of first time infections with drug resistance and they predict 

that drug resistance will become an increasingly serious problem. According to the World Health 

hǊƎŀƴƛȊŀǘƛƻƴΩǎ нлмт IL± ŘǊǳƎ ǊŜǎƛǎǘŀƴŎŜ ǊŜǇƻǊǘΣ ŀ survey of 11 poor counties, between 2014 and 2016, 

found that in 6 of these counties more than 10 percent of cases were drug resistant.  



19 
 

Treatment failure due to drug resistance requires that the patient be switched to a different treatment 

regimen. However, first-line drugs are cheaper and have fewer side effects than these alternative 

treatments. The challenges associated with drug resistance is further exacerbated in resource limited 

settings where access to second and third-line treatment strategies can be limited (Nachega et al., 

2011). 

2.3.3 HIV vaccine 

While the availability of HAART has greatly reduced the spread of HIV and markedly improved the 

health outcomes of infected individuals on treatment, it is not a cure. Additionally, the complex 

treatment regimens and side effects causes low adherence which in turn drive the development of 

drug resistance. Thus, there is continued interest in the development of a vaccine. A vaccine exposes 

the immune system to inactivated or weakened (attenuated) portions of a pathogen, inducing the 

production of neutralizing antibodies targeting that vaccine. If a vaccine can successfully elicit potent 

antibodies, then the immune system can rapidly respond to the pathogen the next time an infection 

occurs. This rapid response is critical since it enables the immune system to stop the infection before 

there is a large number of virions and before the latent reservoirs can be seeded (McMichael & Koff, 

2014). 

A key requirement for a vaccine to work is that the immune system must be able to produce antibodies 

that effectively target the pathogen. However, the antibodies produced by most HIV positive 

individuals are non-neutralizing and target regions of the virion that mutate rapidly. Thus, vaccines 

that expose the body to specific portions of certain HIV variants are unlikely to be effective since the 

antibodies they induce are either not potent enough, can be easily evaded by a small number of 

mutations, or there are already a high enough percentage of circulating virus in the human population 

that contains escape mutations to that vaccine (Girard et al., 2011).  

In addition to the difficulty of eliciting effective antibodies, the search for a vaccine faces another 

major obstacle. Conducting HIV vaccine trials are extremely expensive and time consuming. To 

conduct any vaccine trial, a number of subjects must be enrolled and divided into two groups. One 

group is given the vaccine and the other is given a placebo. The two groups are monitored for infection 

events and if the number of infections occurring in the placebo group is statistically greater than in 

the vaccinated group then the trial is considered successful. In the general population, the incidence 

of HIV is very low. Thus, to obtain enough infection events in the placebo arm, a very large number of 

subjects must be enrolled and they must be followed for a long time, greatly increasing the cost. 

The high cost of vaccine studies, combined with the difficulty of designing a vaccine that is likely to be 

effective, means that very few HIV vaccine trials have been conducted to date. Out of the five large 
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scale vaccine efficacy trials that has been conducted, only one showed a possible protective effect. 

The RV144 trial injected 16,402 subjects with a prime-boost recombinant vaccine and demonstrated 

a 31.2% efficacy in preventing HIV infection. The mode of protection is still unknown, but theorized to 

be related to the antibodies that were elicited (Girard et al., 2011). 

During natural infection, a small number of HIV infected individuals develop potent antibodies that 

target regions of the virion that are conserved and are capable of neutralizing a broad spectrum of 

viral strains. One such antibody, VRC01, targets the conserved region on Env that binds to the CD4 

receptor on T cells (T. Zhou et al., 2010). VRC01 is both potent and broad, neutralizing 90% of HIV-1 

isolates across all clades of HIV-1. The theorized protective effect of the antibodies motivated the 

launch of the AMP study. 

The AMP study will infuse HIV-negative patients via intravenous drip with either VRC01 antibodies or 

a placebo every two months and monitor for HIV infections in both arms. The primary endpoint of the 

study is to compare the number of infections that occurred between the two treatment arms. If 

successful, this will demonstrate that the presence of a potent broadly neutralizing antibody is 

effective at reducing the risk of infection (Gilbert et al., 2017). Since the investigation product is an 

expensive infusion that needs to be administered every two months, the AMP trial will not result in a 

feasible public health intervention. 

The value of the trial, however, will be in establishing a correlate of protection. If a vaccine can be 

ŘŜǊƛǾŜŘ ǘƘŀǘ ƛƴŘǳŎŜǎ ŀ ǇŜǊǎƻƴΩǎ ƛƳƳǳƴŜ ǎȅǎǘŜƳ ǘƻ ǇǊƻŘǳŎŜ ǘƘŜ ±w/лм ŀƴǘƛōƻŘȅΣ ǘƘŜƴ ǘƘŜ ǊŜǎǳƭǘ ƻŦ ǘƘŜ 

AMP study (if successful) will provide strong evidence that such a vaccine will be effective, provided 

the antibody is elicited at a high enough concentration. This will greatly reduce the cost and time 

required to test vaccine candidates, since a modest number of subjects can be injected with the 

vaccine candidate and the concentration of broadly neutralizing antibody in their blood can be 

measured soon after. Additionally, a successful result from the AMP trial will provide evidence that if 

a vaccine candidate can elicit any potent broadly neutralizing antibodies, then the vaccine candidate 

may be efficacious. If this result can be confirmed by duplicating the AMP study with another antibody, 

then the cheaper and faster trials may be performed for any broadly neutralizing antibody instead of 

only for VRC01 (Gilbert et al., 2017). 

¢ƘŜ ŎƻƴŎŜƴǘǊŀǘƛƻƴ ƻŦ ǘƘŜ ±w/лм ŀƴǘƛōƻŘȅ ƛƴ ǘƘŜ ǇŀǘƛŜƴǘΩǎ ōƭƻƻŘ ƛƴŎǊŜŀǎŜǎ rapidly to a high level during 

the infusion. The antibody is continuously cleared from the body of the patient meaning that the 

concentration will start declining immediately upon cessation of the infusion and will reach a lowest 

level just prior to the next infusion. Thus, in order to relate the protective effect of the antibody to the 
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concentration of the antibody, it is useful to know the time of HIV infection with as little uncertainty 

as possible (L. Zhang, Gilbert, Capparelli, & Huang, 2018). 

As previously described, upon infection the virus starts to replicate producing increasing levels of viral 

wb! ƛƴ ǘƘŜ ǇŀǘƛŜƴǘΩǎ ōƭƻƻŘ όǾƛǊŀƭ ƭƻŀŘύΦ !ǎ ǘƘŜ ǾƛǊŀƭ ƭƻŀŘ ƛƴŎǊŜŀǎŜǎΣ ǘƘŜ ōƻŘȅ ŀƭǎƻ ǊŜŎƻƎƴƛȊŜǎ ǘƘŜ 

infection and produce antibodies. HIV requires a period of time after infection to replicate to such 

levels that the RNA can be detected. This period of time is different from the amount of time it takes 

the immune system to produce enough of these antibodies to be detectable by an assay. Thus by using 

both tests (RNA based and antibody based), information about the time of infection can be gleaned. 

For example, if the person tests positive on the RNA test but not on the antibody test, then the 

infection was so recent that enough antibodies were not yet produced, but far enough into the past 

that enough replication could have happened for the RNA test to be positive (L. Zhang et al., 2018). 

A possible approach to increase the accuracy of the infection timing is to analyze the sequences of a 

sample of the HIV population in a patient. Poison Fitter available from the LANL website implements 

such an approach (Elena E Giorgi et al., 2010). Poisson Fitter is reviewed in detail in section 5.5. Briefly, 

by comparing the number of sequences to each other, the amount of mutation that has occurred since 

infection can be tallied. Using previously published parameters of the mutation rate of HIV, the 

number of mutations can be converted into a number of generations of HIV replication that has 

occurred since HIV infection. Using knowledge of the replication cycle of HIV, the number of 

generations can be converted into a time estimate. This approach and other approaches to 

investigating the diversity of an HIV population are explored in Chapter 4. 

2.4 Sequencing 

The process by which the sequence of nucleotides in a molecule of DNA are identified is called 

sequencing. The proliferation of DNA sequence data led to the creation of the field of bioinformatics 

to process and analysis all of the resulting data (Ouzounis & Valencia, 2003).  

2.4.1 The polymerase chain reaction 

The two sequencing techniques discussed in this work both require large amounts of target DNA to 

be present. Hence the region of interest must first be amplified using polymerase chain reaction (PCR) 

(R. Saiki et al., 1988).  

The reaction occurs in a solution containing the DNA templates of interest; a polymerase which copies 

DNA; deoxynucleotide triphosphate (dNTP) and primers. Primers are short DNA sequences 

(oligonucleotides) which are designed to be complementary to two specific positions of a DNA 

sequence. The region between these two specific positions will be amplified by the reaction. PCR is a 
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cyclical process in which three steps are repeated a number of times. Figure 6 illustrates a single cycle 

of PCR. First the DNA double helix is separated (denaturated) by heating the solution to over 90°C. 

Next the solution is cooled to under 60°C allowing the primers to anneal to their complementary 

regions. The last step is to heat the solution to 72°C where the polymerase enzyme functions best, 

allowing the new strands of DNA to be synthesized. The synthesis process is described in detail in the 

next paragraph. The most commonly used polymerase is the Taq polymerase derived from the 

organism Thermus aquaticus (R. K. Saiki et al., 1985). Exact details of the protocols differ slightly 

between laboratories (Brodin et al., 2015; Jabara, Jones, Roach, Anderson, & Swanstrom, 2011; Kinde, 

Wu, Papadopoulos, Kinzler, & Vogelstein, 2011; Kou et al., 2016; S. Zhou, Jones, Mieczkowski, & 

Swanstrom, 2015). 

Synthesis occurs when a primer will anneals to these specific position and the polymerase binds to the 

DNA sequence where a primer annealed. The polymerase will then copy the DNA sequence forming a 

new molecule that startǎ ǿƛǘƘ ǘƘŜ ǇǊƛƳŜǊ ŀƴŘ ŜƴŘǎ ŀǘ ǎƻƳŜ Ǉƻǎƛǘƛƻƴ ǘƻǿŀǊŘǎ ǘƘŜ оΩ ŜƴŘ ŦǊƻƳ ǇǊƛƳŜǊ 

binding site. The position where the molecule ends is determined by the DNA sequence and the 

parameters of the reaction. This position is either the end of the DNA sequence, or the position where 

the polymerase detached from the DNA sequence interrupting the process or the position where the 

polymerase was when the PCR cycle was stopped. Since DNA molecules have an orientation and the 

polymerase can only copy DNA in one direction, a newly copied strand will be duplicated in the 

opposite direction in the next PCR cycle. Thus in the following cycle, the other primer will anneal to 

the molecule and it will be copied towards the region to which the previous primer was bound. As this 

process is repeated only the region between the two primers is amplified. 
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Figure 6: The first three cycle of PCR. The process is initiated with a double stranded DNA molecule (A) which is denatured by 

heating the solution (B). Cooling the solution allows primers to bind to the denatured DNA (C) producing an attachment site 

for the polymerase enzyme (D). Heating the solution again allows the polymerase to synthesize a complementary strand (E) 

yielding a double stranded DNA molecule (F) which can be denatured again to initiate the next cycle of PCR (* or the 

subsequent row in the figure). Note how the size of the molecule that is amplified is reduced by the restrictions placed on it 

by the primers. 

It is important to note that PCR amplifies DNA in a biased way. At each cycle of PCR only a portion of 

the DNA molecules are copied. This random sampling of molecules at each cycle leads to a final 

distribution of molecules that is different from the distribution in the original sample. If the match 

between the primer and the target region on the genome is poor, the rates at which the primers 

anneal is much lower during the initial rounds, suppressing amplification efficiency. If two similar 

templates are amplified together in the same reaction and their primer binding regions are identical 

except that at one position one template has a adenine instead of a cytosine in the forward primer 

and a thymine instead of a cytosine in the reverse primer, the template with the cytosine amplified 

between 40% and 120% more efficiently due to the higher binding energy between guanine and 

cytosine than between adenine and thymine (Polz & Cavanaugh, 1998). 
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Figure 7: Figure 2 from Liu et al 2014. Recombination frequencies at different conditions during PCR. (A) Recombination 
frequencies were determined at different thermal cycles. Equal amount of NL4-3 and 89.6 plasmids (107 copies per template) 
were mixed together and co-amplified. The PCR was carried with 5, 10, 15, 20, 25 or 30 thermal cycles. (B) Recombination 
frequencies were determined with different numbers of templates. Equal amount of NL4-3 and 89.6 plasmids (101,103,105 
or 107 copies each) was mixed together and co-amplified by 30 cycles of PCR. (C) Recombination frequencies were determined 
with different extension time. Equal amount of NL4-3 and 89.6 plasmids (107 copies per template) were mixed together and 
co-amplified. The PCR was carried with different extension time (1, 2, 4 or 8 minutes). The PCR products were analyzed by the 
PASS assay and the recombination frequency at each condition was determined by linkage analysis of six bases. 
doi:10.1371/journal.pone.0106658.g002 
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Another artifact that degrades the quality of product produced by PCR is that chimeric molecules can 

be generated. In such molecules the product built up by the polymerase contains the genetic material 

from one template in certain regions and the genetic material from another template in other regions. 

The most common version is when one side of the molecule is from template one and then a switch 

occur such that the other end of the molecule is from another template. (Kanagawa, 2003) describes 

multiple processes that can produce such chimeric molecules. We will only focus the single process 

that produces the majority of chimeric moleculesOf all the processes that generate PCR 

recombination, we will restrict our discussion to a single one which is responsible for the majority of 

the recombination (J. Liu et al., 2014). The polymerase may fall off from the molecule that it is busy 

copying, yielding a partially synthesized molecule. This incomplete sequence can then act as a primer 

for the next cycle of PCR. A chimeric sequences will be produced since the partially copied product 

will be extended with the polymerase adding the genetic information from another template onto the 

partial product. The rate at which recombination occurs during PCR is strongly influenced by the PCR 

parameters. Most chimeric sequences are produced in the latter stages of the reaction when the 

concentration of primers are lower and the concentration of amplified products are higher (Kanagawa, 

2003). Thus recombination rates are increased when the number of cycles are higher (Figure 7 A) or 

when the number of molecules with which the reaction is seeded are higher (Figure 7 B). Furthermore, 

increasing the duration of the elongation step reduces the number of partially synthesized molecules 

also reducing the rate at which recombinant sequences are produced (Figure 7 C). 

2.4.2 Sanger Sequencing 

The first widely adopted approach used to sequence DNA was described in (Sanger, Nicklen, & 

Coulson, 1977). Originally, to perform Sanger sequencing, a PCR solution was prepared and divided 

into four equal samples. To each of the samples, one type of dideoxynucleotide triphosphates (ddNTP) 

is added, so that one sample contains ddATP, the next contains ddCTP, and so forth. After 

incorporating a ddNTP instead of a dNTP into a new copy of a DNA molecule, the polymerase enzyme 

is unable to continue extending the nucleotide chain.  

Since only a small amount of ddNTP is added, each of the four reactions will produce copies of the 

input DNA templates that are randomly terminated at one of the positions containing the base 

corresponding to the ddNTP added to that sample. By determining the lengths of the DNA molecules 

in each of the four samples, the positions of the bases in the DNA sequencing can be inferred. The 

lengths of the molecules are assessed using polyacrylamide gel electrophoresis. The four samples are 

run through the same gel in separate channels causing bands to appear in each channel at positions 
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that are indicative of the relative lengths of the DNA molecules (Figure 8). When the information is 

transferred from the gel to digital storage, the sequence of digitally stored letters is called a read. 

 

Figure 8: Example of gel obtained after performing Sanger sequencing. The DNA sequence is written from left to right and 

upwards. The position of the nucleotides in the genome of the organism is also provided. The dotted lines connect bases in 

the sequence with the bands from which they were read. Figure from (Sanger et al., 1977). 

As reviewed in (Dovichi & Zhang, 2000), optimizations to the original process includes the attachment 

of fluorescent dyes to the ddNTPs and replacing the manual gel electrophoresis step with an 

automated step. These improvements increased the throughput of this sequencing technique enough 

to allow sequencing of the entire human genome. While slow and expensive, Sanger sequencing is still 

used because it produces long high quality reads. The top-of-the-line 3730xl DNA Analyzer machine 

produced by Applied Biosystems produces reads between 400 and 900 bases in length with an 

accuracy of 99.999% (L. Liu et al., 2012). 






























































































































































































































































































































































































































































































