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ABSTRACT

Efficient Numerical Methods Based on Integral Transforms to Solve Option Pricing Problems

by

Edgard Ngounda

PhD thesis, Department of Mathematics and Applied Mathematics, Faculty of Natural Sciences, University of the Western Cape

In this thesis, we design and implement a class of numerical methods (based on integral transforms) to solve PDEs for pricing a variety of financial derivatives. Our approach is based on spectral discretization of the spatial (asset) derivatives and the use of inverse Laplace transforms to solve the resulting problem in time. The conventional spectral methods are further modified by using piecewise high order rational interpolants on the Chebyshev mesh within each sub-domain with the boundary domain placed at the strike price where the discontinuity is located. The resulting system is then solved by applying Laplace transform method through deformation of a contour integral. Firstly, we use this approach to price plain vanilla options and then extend it to price options described by a jump-diffusion model, barrier options and the Heston’s volatility model. To approximate the integral part in the jump-diffusion model, we use the Gauss-Legendre quadrature method. Finally, we carry out extensive numerical simulations to value these options and associated Greeks (the measures of sensitivity). The results presented in this thesis demonstrate the spectral accuracy and efficiency of our approach, which can therefore be considered as an alternative approach to price these class of options.
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Chapter 1

General introduction

The increasing interest in pricing financial derivatives has led to the development of many models that can best describe the evolution of options in the market place. As a result the pricing of these financial instruments has become an active research area in mathematical modeling. Analytical solutions of some of these models either do not exist or are difficult to obtain in a closed-form. Because of this numerical methods have become a fundamental tool for practitioners when pricing these options.

Some of the numerical methods most used in option pricing include finite difference, finite element and Runge-Kutta. However an alternative method which has emerged in recent years for numerically solving linear parabolic problems is based on Laplace transform [1, 50, 125]. In this thesis, we explore the utility of this method for pricing options.

Below we present some basic notions used in the option pricing theory. Then we proceed with the analysis of the Laplace transform method followed by the literature review and outline of the rest of the thesis.

1.1 A quick tour to option pricing

An option is a financial instrument which gives its holder the right without any obligation to buy or sell an asset at the predetermined price known as strike price within
a specified period of time (expiration time). If the option gives its holder the right to
buy the underlying asset, it is a call option. In contrast, if the holder can only exercise
his/her right to sell then it is a put option. Choosing to sell or buy an underlying
option is termed as exercising the option. The nature of the option is largely depend-
ent on the exercise date. When the option’s holder is only allowed to exercise his/her
right at expiration time, the option is called a European option. On the other hand if
the holder can exercise the option at any convenient time prior to expiry, the option
is called a American option. These two types of options are often classified as plain
vanilla options. Besides these, there are other types of options very widely used in the
financial market, namely, the exotic options. In this thesis, we will explore methods
for pricing some of these options.

Options are mainly used for speculation and hedging. Speculators trade the options
to make money according to their judgment of the trend of the asset prices. For
example, if the underlying stock is subjected to market’s fluctuations, the holder of the
call option is likely to make money if at the exercise date the asset is worth more than
the strick price and decides to sell it. On the other hand, the option is worthless if at
the exercise date, the stock price is less than the strike price. The hedging takes place
when investors want to secure the investment by reducing the risk of unpredictable
events in the financial market.

Since its development in the 1970s by F. Black and M. Scholes, the Black-Scholes
equation has become a fundamental model for pricing financial derivatives [12], in
particular, options. For European and American options, the Black-Scholes equation
is given by

$$\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0, \quad S \in (0, \infty), \quad t \in (0, T), \quad (1.1.1)$$

where $V(S,t)$ is the value of the option, $S$ the underlying asset, $0 \leq t \leq T$ the time at
which the option is obtained, $T$ is the expiry date of the option, $r$ is the interest rate,
$\sigma$ the volatility of the underlying asset and $K$ the strike price. At maturity, the payoff
of European and American options is given by

\[
\begin{align*}
\max(S - K, 0) & \quad \text{for a call option,} \\
\max(K - S, 0) & \quad \text{for a put option.}
\end{align*}
\]

American option pricing PDEs differ from their European counterpart due to the possibility of an early exercise (before the maturity) of the option which translates the American option pricing models to free boundary PDEs. On one side of the free boundary (known as the continuation region) it is optimal to hold the option. On the other side of the free boundary (known as the stoping region), it is optimal to exercise it. For a put (call) option, the stoping region is located on the left (right) of the free boundary whereas the continuation region is on the right (left). Therefore, determining the free boundary becomes a crucial part when one wishes to solve these type of options. To this end, let \( S_f \) be the free boundary, \( S_f \), divides the domain \((S, t)\) into two parts, the continuation region

\[
\{(S, t) \in \mathbb{R}_+ \times [0, T] : V(S, t) > \max(K - S, 0)\},
\]

which is the region where the option is suppose to be alive, and the stopping region which is the region where early exercise is advisable, and is defined as

\[
\{(S, t) \in \mathbb{R}_+ \times [0, T] : V(S, t) = \max(K - S, 0)\}.
\]

The price of the American option \( V(S, t) \) satisfies (1.1.1) when

\[
\begin{align*}
S < S_f(t), & \quad 0 \leq t < T, \quad \text{for call option,} \\
S > S_f(t), & \quad 0 \leq t < T, \quad \text{for a put option.}
\end{align*}
\]
On the free boundary $S_f$, the value of the option is

$$V(S_f(t), t) = K - S_f(t).$$

Analytical solutions for European options (1.1.1)-(1.1.2) are relatively easy to obtain. For these, we refer the reader to [64, 71] or any other standard text book on the financial engineering. Unlike European options, the free boundary makes pricing American options very challenging. The difficulty in pricing American options is finding the early exercise boundary associated with the possibility of an early trade prior to the expiration date of the option. As a result, finding the unknown boundary becomes an integral part of the solution of American options.

The Black-Scholes model is derived based on the assumption that the underlying asset follows a geometric Brownian motion process and has a continuous sample path which indicates that small changes in stock price occur in short intervals. However, on the stock market, jumps are regularly observed in the discrete movements of the stock price $S(t)$ [19, 62, 70]. These movements cannot be captured by the log-normal distribution characteristic of the stock price in the Black-Scholes setting and therefore alternative models which address these shortcomings are necessary. Alternative models include but not limited to the stochastic volatility models [62], Lévy models [21], Jump-diffusion model [100]. With the introduction of jumps, the market becomes incomplete and the derivation of the fair price of the derivatives becomes somewhat more involved. In such cases, the application of the Itô calculus [80] translates the problem to a partial integro-differential equation (PIDE) of the form

$$\frac{∂V}{∂t} = \frac{1}{2}\sigma^2 S^2 \frac{∂^2 V}{∂S^2} + (r - \lambda\kappa)S \frac{∂V}{∂S} - (r + \lambda)V + \lambda \int_0^\infty V(S\eta)\psi(\eta)d\eta, \quad (1.1.3)$$

where $r$ is the risk free interest rate ($r \geq 0$), $\lambda$ is the intensity of the Poisson process ($\lambda > 0$), $\kappa$ is the expected jump size, $t$ is the current time, $\psi(\eta)$ is the probability function of the jump amplitude $\eta$, where $\psi(\eta) \geq 0$, for all $\eta$. 
In addition to these options we will also consider barrier options which have expanded rapidly in recent years. These options are mostly traded in the over-the-counter market in which financial institutions sell a variety of exotic options tailored to meet the demands of various clients. They are characterized by the dependence of their payoffs on the path of the underlying asset throughout their life time. When the asset price reaches a specified barrier level, these options are either exercisable (activated), in this case, they are called knock-in options or they expire (extinguish) in which case they are called knock-out options.

Another class of option pricing problem is the model under the stochastic volatility known as the Heston’s volatility model. This model leads to a more realistic valuation of options than the celebrated Black-Scholes model constituting its extension to the case of a variable volatility [70, 100]. Semi-close formula for solving the Heston’s model exists [62] but its implementation is not a straightforward exercise which makes Heston’s model difficult to price.

The semi-discrete versions of the problems that one usually encounters in option pricing can be solved using a variety of numerical integrators, including classical Runge-Kutta methods. However, in view of the fact that the method of Laplace transform was quite successful for solving some other class of problems, we decided to explore it for problems in computational finance. To this end, let us discuss some of the basic results concerning the Laplace transform of a function of one variable which can be useful in the construction and analysis of this method.

1.2 Laplace transform and its applications in solving differential equations

Over the last two decades, Laplace transform has established itself as a major numerical method for solving linear partial differential equations arising in many area, such as physics, engineering, epidemiology, and in a growing areas such as computational
finance. It solves the PDE by removing the time variable, leaving an ordinary differential equation (ODE) in Laplace space. After solving the ODE in the Laplace space, the resulting solution is inversed to recover the solution in the usual time and space variables. Unlike time stepping methods such as the classical finite difference methods, which usually require small time steps to accurately solve PDEs, the Laplace transform solve the PDE directly at specific time and offers high accuracy. In addition, it can be easily parallelized [50, 51, 93, 138].

In view of the fact that the applications of the Laplace transform will be explore in this thesis, let us discuss some of its basic properties. To begin with, we note that the Laplace transform of a function \( f(t) \) is defined as

\[
F(z) = \int_0^\infty e^{-zt} f(t) dt, \quad \text{Re} \, z > \tilde{\sigma}_0,
\]  

(1.2.1)

where \( \tilde{\sigma}_0 \) is the convergence abscissa of the Laplace transform with \( \tilde{\sigma} \geq \tilde{\sigma}_0 \). The following theorem from [37] gives the domain of convergence of the Laplace transform.

**Theorem 1.2.1** ([37]) The exact domain of convergence of the Laplace transform (1.2.1) is the right half-plane \( \text{Re} \, z > \tilde{\sigma}_0 \), possibly including none, part, or all of the line, \( \text{Re} \, z = \tilde{\sigma}_0 \); admitting the possibilities \( \tilde{\sigma}_0 \).

**Proof.** See [37].

The open half-plane \( \text{Re} \, z > \tilde{\sigma}_0 \) is referred to as the half-plane of convergence of the Laplace transform; the vertical line \( \text{Re} \, z = \tilde{\sigma}_0 \) is called the line of convergence.

**Theorem 1.2.2** ([37]) Laplace transform (1.2.1) is an analytic function in the interior of its half-plane of convergence, \( \text{Re} \, z = \tilde{\sigma}_0 \).

**Proof.** See [37].

Furthermore, we assume that \( f(t) \) is a function of exponential order as \( t \to +\infty \), and \( \tilde{\sigma}_0 \) is such that \( e^{-\tilde{\sigma}_0 t} |f(t)| \leq +\infty \). In addition, if \( f(t) \) is absolutely integrable for \( t > 0 \), then the Laplace integral (1.2.1) converges for all \( \text{Re} \, z > \tilde{\sigma}_0 \).
The main difficulty, however, in the use of the Laplace transform comes from the recovery of the original function \( f(t) \) for a given Laplace transform \( F(s) \), i.e., the evaluation of the inverse formula (1.2.2). Analytical solutions are often hard to obtained, and one has to rely on numerical methods to evaluate (1.2.2). An inventory of some of the most significant numerical methods developed in the last three decades using this idea can be found in [36, 40, 102]. These methods were classified by Abate and Valko [1] as Fourier series expansion method, Laguerre function expansion method, method based on the combination of Gaver functionals, and method based on the deformation of the Bromwich contour. In this thesis, we use the last of these four methods.

The Bromwich integral is given by

\[
f(t) = \frac{1}{2\pi i} \int_C e^{zt} F(z) dz, \quad t > 0,
\]

where \( C \) is a contour known as the Bromwich contour. Originally, \( C \) represents the vertical line from \( \tilde{\sigma}_0 - i\infty \) to \( \tilde{\sigma}_0 + i\infty \) with \( \tilde{\sigma} > \tilde{\sigma}_0 \). Formula (1.2.2) is valid if all singularities of \( F(z) \) are located to the left of the vertical line \( x = \tilde{\sigma} \), i.e., \( \text{Re} z < \tilde{\sigma} \) which is the case for linear parabolic PDEs.

For the numerical evaluation of (1.2.2), the contour \( C \) can be parameterized by

\[
z = \tilde{\sigma} + iy, \quad -\infty < y < \infty.
\]

Then the integral (1.2.2) takes the form

\[
f(t) = \frac{e^{\tilde{\sigma} t}}{2\pi i} \int_{-\infty}^{\infty} e^{iyt} F(\tilde{\sigma} + iy) dy.
\]

Unfortunately, in most cases, the above integral is difficult to evaluate numerically for a number of reasons: firstly, the integrand is highly oscillatory on the Bromwich contour (1.2.3), when \( y \to \pm\infty \). Secondly, the transformed function \( F(\tilde{\sigma} + iy) \) may decay slowly as \( y \to \pm\infty \) ([39]).

Our numerical method for inverting the Laplace transform is based on the method
developed by Talbot [125] and uses the deformation of the Bromwich contour. Talbot’s idea was to deform the Bromwich line into a contour which starts and ends in the left half-plane (see Figure 1.2.1 page 9 for an example of such a contour). Such a deformation of the contour is possible by the Cauchy’s integral theorem [123]. This theorem is applicable provided that all singularities of the transformed function $F(z)$ are contained in the interior of the new contour and that $|F(z)| \to 0$ as $|z| \to \infty$ in the half-plane $\text{Re} z < \tilde{\sigma}_0$ [138]. Such contours are used in [93, 125, 138], all of which are of the form

$$z = z(\ell), \quad -\infty < \ell < \infty,$$

with the property that $\text{Re} z \to -\infty$ as $\ell \to \pm \infty$.

The efficiency of the Talbot approach depends on the choice of the contour, as well as the number of functions evaluation in the trapezoidal rule. Simpler contours such as hyperbolas and parabolas are proposed in [93, 138]. These contours display a better convergence rate of order $O(10^{-N})$ than the original cotangent contour used by Talbot [137]. In this chapter, we consider the hyperbola as the integration contour defined by

$$z = \tilde{\mu} (1 + \sin (i\ell - \alpha)), \quad \ell \in \mathbb{R},$$

(1.2.5)

where the real parameters $\tilde{\mu} > 0$ and $0 < \alpha < \pi/2$ determine the geometry of the contour. The positive parameter $\tilde{\mu}$ controls the width of the contour while $\alpha$ determines its geometric shape, i.e., the asymptotic angle. On the contour (1.2.5) the inversion formula (1.2.2) can be rewritten as

$$f(t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{z(\ell)t} F(z(\ell)) z'(\ell) d\ell,$$

(1.2.6)

where

$$z'(\ell) = \tilde{\mu} i \cos (i\ell - \alpha).$$

For $h > 0$ such that $\ell_k = kh$, where $k$ is an integer, the trapezoidal rule can then
be expressed by

\[ \tilde{f}(t) \approx \frac{h}{2\pi i} \sum_{k=-\infty}^{\infty} e^{z(\ell_k)h} F(z(\ell_k)) z'(\ell_k), \]  

(1.2.7)

where \( h \) is the step-size. In practice, the infinite sum has to be truncated at a finite integer \( M \), in which case one commits a truncation error as discussed below. Note that, because of the symmetry of the contour (1.2.5), we can re-written (1.2.7) as

\[ \tilde{f}_M(t) \approx \text{Re} \left\{ \frac{h}{\pi i} \sum_{k=0}^{M-1} e^{z(\ell_k)h} F(z(\ell_k)) z'(\ell_k) \right\}, \]  

(1.2.8)

where ° indicates that the first term is divided by 2. The benefit of using (1.2.8) is that it reduces by half the summation (1.2.7) and subsequently the number of linear system to be evaluated in (2.4.17) (see page 38), (3.4.6) (see page 57) and (5.4.6) (see page 94).

In the following sections, we analyze the overall error that occur during the approximation of the solution using this integration method in time.
1.3 Error analysis of the Laplace transform approach for solving parabolic PDEs

In this section, we analyze the overall error associated with the use of Laplace transform for integration in the time direction. To this end, first we note that the application of the trapezoidal rule (1.2.7) to the unbounded integral (1.2.6) introduces discretization error. Secondly, a truncation of the infinite series (1.2.7) at a finite integer $M$ (for practical implementation) produces a truncation error as one would expects. Furthermore, since the evaluation of (1.2.7) is done in floating point environment, a roundoff (conditioning) error is also introduced at each evaluation there. This roundoff error may increase dramatically and affect the accuracy of the numerical solution due to the exponential factor involved in (1.2.8) as we will discuss below. The total error occurred due to the use of the Laplace transform is therefore the sum of the discretization, truncation and conditioning errors.

**Discretization error**

The discretization error in this case is the difference between the continuous formula (1.2.6) and the corresponding trapezoidal formula (1.2.7), i.e.,

$$E_d = f(t) - \tilde{f}(t) = \int_{-\infty}^{\infty} e^{z(\ell)t} F(z(\ell)) z'(\ell) d\ell - \frac{h}{2\pi i} \sum_{k=-\infty}^{\infty} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k). \quad (1.3.1)$$

To estimate the discrete error (1.3.1), the idea is to use the contour integral to represent $E_d$. This approach is based on the Cauchy’s residue theorem in complex analysis was originally developed by Martensen [96] for an analytic function $f(t)$ defined on $(-\infty, \infty)$. In that paper, the author showed that for an analytic function, the trapezoidal rule (1.2.7) converges exponentially as illustrated in the following theorem.
Theorem 1.3.1 ([96]) Let $f : \mathbb{R} \to \mathbb{R}$ be an analytic function. Then there exists a strip $\mathbb{R} \times (-d, d)$ in the complex plane with $d > 0$ such that $f$ can be extended to a complex analytic function $f : \mathbb{R} \times (-d, d) \to \mathbb{C}$. Furthermore, the error for the trapezoidal rule indicated in (1.3.1), is given by

$$E_d = \text{Re} \left\{ \int_{-\infty+i\theta}^{\infty+i\theta} \left( 1 - i \cot \frac{\pi z}{h} \right) f(z) dz \right\},$$

where $0 < \theta < d$. Moreover, it is bounded by

$$|E_d| \leq \frac{2C}{e^{2\pi d/h} - 1},$$

where $C$ is a constant such that

$$\int_{-\infty+i\theta}^{\infty+i\theta} |f(z)| dz \leq C.$$

Proof. See [96].

From the above theorem it is clear that

$$|E_d| \leq \frac{2e^{-2\pi d/h}C}{1 - e^{-2\pi d/h}} \to 0 \quad \text{as} \quad h \to 0. \tag{1.3.2}$$

Truncation error

The truncation error is the error made by ignoring the remaining terms in (1.2.7) after truncating the series at a finite number $M$, and is given by

$$E_t = \frac{h}{2\pi i} \sum_{k=-\infty}^{\infty} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k) - \frac{h}{2\pi i} \sum_{k=-N}^{N} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k)$$

$$= \frac{h}{2\pi i} \left( \sum_{k=-\infty}^{N-1} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k) + \sum_{k=N+1}^{\infty} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k) \right). \tag{1.3.3}$$
Note that we have $F(z(\ell_k)) = F(z(\ell_k))$ and $z(\ell_k) = z(\ell_{-k})$; and since the contour is symmetric, (1.3.1) becomes

$$E_t = \frac{h}{\pi i} \sum_{k=N+1}^{\infty} e^{z(\ell_k)t} F(z(\ell_k)) z'(\ell_k). \quad (1.3.4)$$

Because of the exponential factor $e^{z(\ell_k)t}$, the terms in the sum decrease exponentially as $k \to \infty$ and therefore in this case one commits only an exponentially small error whose contribution can be neglected.

**Conditioning error**

To study the conditioning error in the application of the Laplace transform, recall that in (1.2.7), the approximation $\tilde{f}(t)$ requires the evaluation of the transformed $F(z_k) = F(z(\ell_k))$, for $-M, -M + 1, ..., M - 1, M$. In reality these evaluations are affected by round-off errors which means that the actual approximation that takes place is

$$\tilde{F}(z_k) = F(z_k) + \rho_k, \quad k = -M, -M + 1, ..., M - 1, M,$$

where $\rho_k > 0$ is a small value such that $|\rho_k| \leq \epsilon$, with $\epsilon$ given by the machine precision. As a result, in (1.2.7) what one really gets is

$$\tilde{f}_M(t) = \frac{h}{2\pi i} \sum_{k=-M}^{M} e^{z_k t} \left( F(z_k) + \rho_k \right) z'_k$$

$$= \tilde{f}_M(t) + \frac{h}{2\pi i} \sum_{k=-M}^{M} e^{z_k t} \rho_k z'_k.$$

We set

$$f_\rho(t) = \frac{h}{2\pi i} \sum_{k=-M}^{M} e^{z_k t} \rho_k z'_k.$$

To see how the conditioning error affects the numerical results, we need to estimate
\[ \| f_\rho(t) \|. \] Before we proceed, we state the following lemma [93]. Let

\[ L(x) = 1 + |\ln(1 - e^{-x})|, \quad x > 0. \]

The function \( L \) is such that, \( L(x) \to 1 \) as \( x \to \infty \) and \( L(x) \sim |\ln x| \) as \( x \to 0^+ \). Then function \( L \) satisfies the following lemma:

**Lemma 1.3.2** The function \( L \) defined above satisfies the following inequality

\[ \int_0^\infty e^{-\gamma \cosh x} dx \leq L(\gamma), \quad \gamma > 0. \]

**Proof.** Consider the change of variable \( \nu = \cosh x - 1 \) so that

\[ \int_0^\infty e^{-\gamma \cosh x} dx = e^{-\gamma} \int_0^\infty \frac{e^{-\gamma \nu}}{\sqrt{\nu(2 + \nu)}} d\nu. \]

Set \( a = \sinh^2(1/2) \), so that

\[ \int_0^a \frac{d\nu}{\sqrt{\nu(2 + \nu)}} = 1, \quad \text{and} \quad \frac{1}{\sqrt{(k+a)(2+k+a)}} \leq \frac{1}{k+1}, \quad k \geq 0. \]

Thus

\[
\begin{align*}
e^{-\gamma} \int_0^\infty \frac{e^{-\gamma \nu}}{\sqrt{\nu(2 + \nu)}} d\nu & \leq e^{-\gamma} \left( 1 + \sum_{k=0}^\infty e^{-\gamma k} \int_{a+k}^{a+k+1} \frac{d\nu}{\sqrt{\nu(2 + \nu)}} \right) \\
& \leq e^{-\gamma} \left( 1 + \sum_{k=0}^\infty e^{-\gamma k} \right) = e^{-\gamma} + L(\gamma) - 1,
\end{align*}
\]

which concludes the proof.
Now, we note that
\[
||f_\rho(t)|| = \left|\left| \frac{h}{2\pi i} \sum_{k=-M}^{M} e^{z_k t} \rho_k z_k' \right|\right|
\]
\[
= \left|\left| \frac{\mu e^{\tilde{\mu} t}}{2\pi} h \sum_{k=-M}^{M} e^{(i\ell - \alpha)t} \rho_k \cos (i\ell - \alpha) \right|\right|, \quad \alpha \in (\pi/4, \pi/2),
\]
\[
\leq \frac{\mu e^{\tilde{\mu} t}}{2\pi} h \sum_{k=-M}^{M} \left| e^{(i\ell - \alpha)t} \rho_k \cos (i\ell - \alpha) \right|.
\]

The following two inequalities are proved in [93]. Here we re-state them in our context. One of them is
\[
\left| e^{\tilde{\mu} t} \sin (i\ell - \alpha) \rho_k \cos (i\ell - \alpha) \right| \leq \rho e^{\tilde{\mu} t} \sin \alpha e^{\mu \sin \alpha \cosh \ell} \cos (i\ell - \alpha),
\]
whereas the other one is
\[
e^{-\tilde{\mu} t} \sin \alpha \cosh \ell \cos (i\ell - \alpha) \leq e^{-\mu t} \sin \alpha \cosh \ell, \quad \varrho \in (0, 1).
\]

From (1.3.5) and (1.3.6), we deduce that
\[
||f_\rho(t)|| \leq \frac{e^{\tilde{\mu} t}}{2\pi \varrho \sin \alpha} \frac{h}{t} \sum_{k=-M}^{M} e^{-((1-\varrho)\tilde{\mu} t) \sin \alpha \cosh \ell_k},
\]
\[
\leq \frac{e^{\tilde{\mu} t}}{\pi \varrho \sin \alpha} \frac{h}{t} \sum_{k=0}^{\infty} e^{-((1-\varrho)\tilde{\mu} t) \sin \alpha \cosh \ell_k},
\]
\[
\leq \frac{e^{\tilde{\mu} t}}{\pi \varrho \sin \alpha} \frac{\rho}{t} \int_{0}^{\infty} e^{-(1-\varrho)\tilde{\mu} t} \sin \alpha \cosh \ell.
\]

Using Lemma 1.3.2, we obtain
\[
||f_\rho(t)|| \leq \frac{e^{\tilde{\mu} t}}{\pi \varrho \sin \alpha} \frac{\rho}{t} [L ((1-\varrho)\tilde{\mu} t \sin \alpha)] .
\]

We note that (1.3.7) is independent of $F$ and propagates moderately with respect to $\tilde{\mu} t$. 

In summary, (1.3.2), the argument mentioned just after (1.3.4) and (1.3.7) imply that the total error is fully controllable as long as we choose the optimal values of the associated contour parameters. The derivation of these parameters is described below.

**Derivation of the optimal contour parameters**

In this subsection, we present the derivation of the contour parameters. The basic idea is taken from [138]. In that paper, the authors derived the following convergence estimate for a family of hyperbolic contours (1.2.5):

\[
E_d = \mathcal{O}(e^{-2\pi(\pi/2-\alpha)/h}), \quad E_{-d} = \mathcal{O}(e^{\tilde{\mu}t-2\pi\alpha/h}), \quad h \to 0. \tag{1.3.8}
\]

Therefore, the total discretization error on the strip \((-d, d)\), denoted by \(E_r\), is given by

\[
E_r = E_d + E_{-d}.
\]

Moreover, the truncation error that we found satisfies

\[
E_t = \mathcal{O}(e^{\tilde{\mu}t(1-\sin\alpha\cosh(hM))}), \quad M \to \infty. \tag{1.3.9}
\]

To estimate the optimal parameters of the contour, an asymptotic balance of the three errors, i.e., \(E_t, E_d, E_{-d}\) is required. To this end, we set

\[
E_d = E_{-d} = E_t, \tag{1.3.10}
\]

so that

\[
-2\left(\frac{\pi}{2} - \alpha\right)\frac{h}{h} = \tilde{\mu}t - \frac{2\pi\alpha}{h} = \tilde{\mu}t (1 - \sin\alpha\cosh(hM)). \tag{1.3.11}
\]

We solve these equations for \(h, \tilde{\mu}\) and \(\alpha \in (\pi/4, \pi/2)\). From the first equation in (1.3.11), we deduce that

\[
\tilde{\mu}t = \frac{\pi 4\alpha - \pi}{h}, \tag{1.3.12}
\]
and
\[
\cosh(hM) = \frac{2\alpha}{(4\alpha - \pi)\sin \alpha}.
\] (1.3.13)

Denoting \( hM \) by \( A(\alpha) \), we obtain from (1.3.13)
\[
A(\alpha) = hM = \cosh^{-1}\left(\frac{2\alpha}{(4\alpha - \pi)\sin \alpha}\right).
\] (1.3.14)

Finally, (1.3.12) and (1.3.14) give
\[
\tilde{\mu} = \frac{4\pi\alpha - \pi^2 M}{A(\alpha) t}, \quad \text{and} \quad h = \frac{A(\alpha)}{M}.
\] (1.3.15)

The corresponding convergence estimate can now be derived from \( h \) and \( \tilde{\mu} \) in (1.3.15) as
\[
E_M = O(e^{-B(\alpha)M}), \quad \text{where} \quad B(\alpha) = \frac{\pi^2 - 2\pi\alpha}{A(\alpha)}, \quad M \to \infty.
\] (1.3.16)

To derive the optimal contour’s parameters, note that as \( B(\alpha) \) increases, \( E_M \) decreases exponentially. Thus \( E_M \) attains its optimum value at the maximum of \( B(\alpha) \) over the interval \((\pi/4, \pi/2)\). A numerical computation of \( B(\alpha) \) shows that the maximum is attained at
\[
\alpha_* = 1.1721.
\] (1.3.17)

With the optimal value of \( \alpha \) given by \( \alpha_* \) above, we can now compute optimal value of \( \tilde{\mu} \) and \( h \) from (1.3.15) and express them as
\[
h_* = \frac{1.0818}{M}, \quad \text{and} \quad \tilde{\mu}_* = 4.4921 \frac{M}{t}.
\] (1.3.18)

The optimal contour is therefore given by
\[
z = 4.4921 \frac{M}{t} \left(1 + \sin(\ell \ell - 1.1721)\right), \quad \ell \in \mathbb{R},
\] (1.3.19)
and the optimal error as

$$E_\ast^\star_M = O(e^{-2.32M}) = O(10.2^{-M}), \quad M \rightarrow \infty. \quad (1.3.20)$$

Note from the above that the optimal error while using the Laplace transform will be exponentially small.

In Figure 1.3.1, we show the maximum error (between the exact solution and the numerical solution of the Black-Scholes equation) of the Laplace transform method vs the number of contour points $M$ using parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25$.

![Figure 1.3.1: Convergence error in the maximum norm of the Laplace transform method for the European call option using the parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{max} = 3K$.](image)

Option pricing problems discussed in section 1.1 can be reduced to the semi-discrete problem

$$\dot{V} = AV + b(t), \quad V(0) = V_0, \quad (1.3.21)$$

where $A$ is an $N \times N$ real matrix representing the semi-discrete approximation to an elliptic operator, and $V$, $V_0$ and $b(t)$ are $N \times 1$ vectors representing the semi-discrete solution at time $t$, the initial condition and the boundary conditions, respectively. Note $\dot{V}$ is the derivative w.r.t $t$. 
In this thesis, we intend to use numerical methods for inverting the Laplace transform to solve such problems. Below we present some of these approaches which we found in the literature.

1.4 Literature review

The increasing interest in option pricing problems has led to the development of numerous numerical methods over the past few years. Elementary introduction to this topic can be found in [89, 141, 142]. Various methods for solving European and American options have been explored in [25, 29, 53, 77, 127]. Besides these, Geske et al. [52], introduced quasi-analytical formula which generates approximative solution of an American option by restricting the early exercise at discrete times. In [16, 17], Brennan and Schwartz introduced finite difference methods for solving American options. They proposed a finite difference scheme for solving partial integro differential equations. In their approach the difference operator is split into local and non-local parts. Then the local term is treated using an implicit time step integration method and the nonlocal term using an explicit time step integration method. This idea, previously used for non-linear PDEs in [4], allowed an efficient numerical implementation of option prices.

In [122], the approach was to approximate the solution of the Black-Scholes equation by applying a quadrature formula. Like the method of eigenfunctions expansion, this method requires that the matrix operator, resulting from the space discretization, be independent of time and symmetric positive definite.

For European options, Merton [100] derived analytical expressions, however for options under jump-diffusion models no closed-form solutions exist. One has to resort to numerical methods for pricing the resulting partial integro-differential equation (PIDE) that arise. However, the convolution integral involved in these PIDEs adds to the difficulty of finding efficient numerical solutions. Commonly used finite difference methods (FDMs) hardly attain higher order accuracy [3]. Typical quadrature rules such as the trapezoidal and Simpson’s rules are of low order as compared to Gaussian quadrature
method. However the later is expensive to implement since it requires the interpolation to match the Chebyshev grid point with those of the FDMs. To reduce the computational cost in solving the convolution integral term, Fast Fourier Transform (FFT) was used in [3, 150].

Tangman et al. [126] proposed a different approach. They combined the central difference method and the exponential time differencing (ETD) scheme to solve the PIDE. The ETD method was proved very effective and gave second order accuracy.

In [84], Kim formulated the American option valuation problem in an economical and mathematically meaningfully ways. He examined the properties associated with the optimal exercise boundary and presented a numerical technique to implement the valuation formulas. Kuske and Keller [88] obtained the optimal exercise boundary by using the Green’s theorem to convert the boundary value problem for the option into an integral equation for the optimal exercise boundary. Then they used asymptotic methods to solve this integral for small values of the time to expiration. However, these studies were unable to obtain exact solutions of their integral equations.

In [144] integral transform was used to obtained analytic solution of various option pricing problems rather than to develop an efficient numerical scheme. Related to integral transforms there are other methods based on the so-called $H$-matrix approach.

As indicated earlier, the modeling of American options leads to a free boundary problem. To solve this problems numerically, Kwok and Wu [143] considered the transformation of the American option into a fixed domain problem. The fixed boundary facilitates effective discretization of the resultant partial differential equation which was then solved by finite difference methods. The advantage of this method is that no embedded iteration is needed at each time step of the evolution. Moreover it capture the whole optimal exercise boundary.

Han and Wu in [58] introduced a fast numerical method for American option problems. In this approach, the original problem was transformed into a standard forward diffusion equation over an infinite domain. An accurate boundary condition was then obtained as a relation between the function and its partial differential derivatives. Dis-
cretization of the boundary condition combined with finite difference method allowed an efficient valuation of option’s prices.

Following the success of Crank-Nicolson method, a Crandall-Douglas [35, 38] scheme was used for pricing European options in [97]. These authors observed the poor convergence rate for high-order schemes due to the non-smoothness nature of the terminal condition. To improve the convergence rate, Oosterlee et al. [107] used a grid stretching transformation combined with a fourth order backward differentiation formula. In order to cluster grid point in the neighborhood of the option’s exercise price and the initial price, they applied an analytic transformation. Then the transformed equation was discretized by fourth order finite difference in space and time. But for time integration four initial steps were required which brought some complications since only the payoff was available.

To restore the fourth-order convergence, Tangman et al. [127] used a method based on grid stretching to improve on the well known second order Crank-Nicolson method for solving these problems. They proposed a method based on a high order compact scheme together with a grid stretching technique for European options. For American option, they used a time grid stretching transformation but solved the linear complementary problem using an efficient procedure for the location of the free boundary. They showed that this strategy gives optimal results compared to those obtained in [23]. However the grid-stretching strategy failed to produce accurate high-order results. To circumvent this, they considered a front-fixing transformation to get a solution which was smooth on the domain.

Toivanen [131] considered numerical method for pricing American options based on partial differential equations and partial integro-differential equations arising from diffusion and jump-diffusion models, respectively, for the underlying asset. In his study, he derived a numerical method based on the free boundary formulation for pricing American options under jump-diffusion models with finite jumps. The front-tracking method used an implicit finite difference discretization on time-dependent nonuniform grids which were refined near the expiry and free boundary. For interpolations be-
between grids and the construction of finite difference stencils, Lagrange interpolation polynomials were used. This gave an easy way to implement the fourth-order accurate discretization.

To solve the unknown free boundary associated with the American option prices, Brennan and Schwartz [16, 17] used implicit finite difference to account for the early exercise possibility of American options on futures contracts. Macmillan [94] employed a quadratic approximation to value the early exercise. Sevčovič [120] developed an iterative algorithm for evaluating the approximation of the optimal exercise boundary. His idea was to transform the free boundary problem for the early exercise boundary position into a semi-linear parabolic equation defined on the fixed domain. The resulting equation was then solved by the operator splitting method. To further improve this method, he proposed a transformation of the free boundary problem into a semi-linear parabolic equation coupled with a nonlocal algebraic constraint equation for the free boundary position [121]. A full space-time discretization of the problem led to a system of semi-linear algebraic equations which was solved by an iterative procedure at each time level.

In [104], Nielsen et al. developed a penalty method to solve American option prices. In this approach the free and moving boundary are removed by adding a small continuous term to the Black-Scholes equation to ensure that the solution stays in the proper state space. To gain insight in the accuracy of the method, they compared the approximations with the analytic solution.

As far as the numerical methods for barrier options valuation are concerned, lattice methods have been used quite extensively despite their low order of accuracy. However, the implementation of these methods present a computational challenge. Numerous techniques have been developed to improved their computational cost [59], still the improvement is not fully satisfying. Recently, Monte Carlo methods have emerged as a viable alternative to lattice methods.

Finite difference methods appear to be cost effective and flexible, compared to lattice and Monte Carlo methods, for pricing barrier options. In [15], the authors
considered an explicit finite difference approach. They constructed a grid which lies right at the barrier and applied an interpolation to find the values of the option. Following on the same principle, Figlewski et al. \cite{45} used an adaptive method to refine the mesh in regions around a barrier and obtained very efficient results.

Phelim et al. developed an explicit finite difference approach to price barrier options in \cite{113}. They developed a new strategy for smoothing Crank-Nicolson scheme at each time step when the barrier is applied. This smoothing procedure gave second order convergence.

Besides the classical models as mentioned above, researchers are also interested in expanding to some volatility models. In this regard, the Heston’s model (\cite{62}) is one of the most popular stochastic volatility models for pricing derivatives. The model leads to a more realistic option price evaluation than the celebrated Black-Scholes constituting its extension to the two-dimensional form \cite{70, 100}. In \cite{62}, Heston derived a semi-closed formula for the model, however, its implementation is not a straightforward exercise because of the oscillatory behavior of the complex integrand which comes into play through the Fourier-type inversion formula. This necessitated the use of the numerical methods to approximate these option pricing problems.

Most of numerical methods for evaluating the Heston model are based on the method-of-line approach which consists of two steps. Firstly, the PDE is discretized in space thus generating a system of ordinary differential equation. Secondly, the subsequent semi-discrete problem is solved in time by applying a suitable time integrating method. This is the approach followed in some of the numerical methods we review below.

Recently some researchers have considered the Laplace inversion method as a valuable alternative to the finite difference method for the solution of the parabolic PDEs \cite{40, 125, 138}. This has led to great applications in the financial world. Very recently Ahn et al. \cite{2} develop an efficient numerical method for solving the Black-Scholes equation. This method based on the numerical inversion of Laplace transform and finite differences method in space computes European option prices effectively at reduced
cost compared to the more conventional time marching method. They first applied the integral transform on the time domain to eliminate the temporal derivative. Then a finite difference method is applied to the transformed equation on the space domain. The time dependant option prices are recovered by applying an algorithm developed in [110].

Some other works related to the pricing of standard options can be found in [27, 58, 82, 83, 92, 98, 101, 109, 140, 134, 143, 145]. Furthermore, the works which are more specific to the particular models and approaches are reviewed in the individual chapters.

1.5 Outline of the thesis

The rest of this thesis is organized as follows:

In Chapter 2, we investigate two efficient numerical methods for solving the Black-Scholes equation for pricing the European options. We use spectral methods to discretize the associated partial differential equation with respect to space and generate a system of ODEs which is then solved by applying two contour integral methods. The first one is the exponential time differencing Runge-Kutta method of order 4. The second one is based on the application of trapezoidal rule to approximate a Bromwich integral. We give a comparative discussion on these two methods and compare the numerical results with conventional methods such as the MATLAB solver ode15s and Crank-Nicholson’s method.

In Chapter 3, we investigate a new approach to improve the results obtained in Chapter 2. The approach is based on spectral domain decomposition and the Laplace transform method. The spectral domain decomposition method approximates the solution using piecewise high order rational interpolant on the Chebyshev mesh points within each sub-domain. The boundary domain is placed at the strike price where the discontinuity is located. The resulting system is then solved by applying the inverse Laplace transform method. To assess the accuracy and efficiency of this method,
the solutions obtained by using this approach are compared with those obtained with conventional methods such as Crank-Nicholson and finite difference methods.

Ideas explored in Chapter 2 and 3 are then extended to design a robust numerical method to price American options in Chapter 4. Due to the non-smooth initial condition associated with the American options, we use spectral domain decomposition method to approximate the option price. To avoid the computation of the unknown free boundary associated with the American option, we use an updating procedure. Numerical results of the proposed method are presented for the solution and the Greeks.

In Chapter 5, we consider options with jumps on a single asset. We take advantage of the suitability of the Chebyshev grid point for Gauss-Legendre quadrature to efficiently approximate the convolution integral. The resulting discrete problem is solved by the inverse Laplace transform using the Bromwich contour integral approach. The numerical results obtained are compared with those obtained using Crank-Nicholson and finite difference methods.

In Chapter 6, we solve problems for pricing exotic options. In particular, we solve a single barrier European down-and-out and a double barrier European knock-out option. We compare the results obtained from our approach with those seen in the literature.

To see further the applicability of the methods proposed in previous chapters, in Chapter 7, we apply them to solve the Heston’s volatility model. To approximate the associated two-variable PDE, we construct a grid which is the tensor product of the two grids each of which are based on the Chebyshev points in the two spacial directions. The resulting semi-discrete problem is then solved by applying Laplace transform method.

Finally, we present some concluding remarks and indicate the scope for future research in Chapter 8.
Chapter 2

Numerical application of the Laplace transform for pricing European options

In this chapter we investigate two efficient numerical methods for solving the Black-Scholes equation for pricing European options. We use spectral methods to discretize the associated partial differential equation with respect to space and generate a system of ordinary differential equations in time. This system is then solved by applying two time integrating methods. The first method is the exponential time differencing Runge-Kutta method of order 4. The second method is based on the application of trapezoidal rule to approximate a Bromwich integral. We give a comparative discussion on these two methods and compare the numerical results with conventional methods such as the MATLAB solver ode15s and Crank-Nicholson.

2.1 Introduction

Since its development in the 1970s by F. Black and M. Scholes, the Black-Scholes equation has become a fundamental model for pricing financial derivatives [12]. A derivative security is a financial instrument whose value depends on the values of some
other underlying variables, e.g. stocks, foreign currency. Among the most popular derivatives, options are actively traded on different financial markets over the world. An option gives its holder the right without any obligation to buy (call option) or to sell (put option) the underlying asset by a certain date (maturity date) for a certain price (strike price). The European options can only be exercised at maturity.

The Black-Scholes partial differential equation can be used to model different types of options. However, the exact solution to the corresponding problem does not always exist and we must therefore resort to numerical methods to solve such a PDE. Some of the popular methods used in the past to tackle these type of problems are those based on Monte Carlo simulations [14], binomial trees [32] and finite difference methods [71].

Finite difference methods are classical methods for solving PDEs and have been used extensively to price options since the advent of the financial mathematics. The authors in [107] used a grid stretching in combination with backward difference method of fourth order in time to solve the European options. In [127], Tangman et al. used a method based on the grid stretching to generate a high order compact scheme to improve on the well known second order Crank-Nicolson method for solving these problems. In spite of the popularity of these time marching methods, a critical drawback of these schemes is that they usually require as many time steps as spatial meshes to maintain the stability of the method.

In this chapter, we solve a European option pricing problem in two different ways. Firstly, we use spectral method to discretize the PDE with respect to space, thereby generating a system of ordinary differential equations in time. The main feature of spectral methods is that approximation errors associated with the methods often decay exponentially with increasing numbers of degrees of freedom. In contrast, errors associated with finite difference methods and classical finite element methods decay only algebraically. If the error decays exponentially, then a result that is accurate to, say, 10 digits can be obtained using fewer degrees of freedom. This suggests that spectral methods are often more efficient than finite difference methods and classical finite element methods. Secondly, the resulting system of ODEs is solved by applying
two time integrating methods. The first method is the Exponential time differencing
Runge-Kutta method of order 4 (ETDRK4) [33]. The second method is the Talbot’s
method ([125]) which is based on the application of trapezoidal rule to approximate
a Bromwich integral. We compare the results obtained by these methods with other
methods such as MATLAB solver *ode15s* which is based on the family of backward
differentiation formulas (BDFs) called numerical differentiation formulas (NDFs) [86]
and Crank-Nicolson. Some other works related to the European option pricing can be
found in [6, 9, 28, 85].

The rest of this chapter is organized as follows. In Section 2.2, we give a full descrip-
tion of the Black-Scholes equation used to model the European put and call options.
In Section 2.3, we introduce the spectral discretization method. We developed the
time integration method based on ETDRK4 method and apply the Laplace transform
method to the European call option in Section 2.4. In Section 2.5, we present com-
parative numerical results. Finally, a brief summary and some concluding remarks are
given in Section 2.6.

### 2.2 Description of the model problem

We consider the following Black-Scholes (BS) equation to price European options

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0, \quad S \in (0, \infty), \quad t \in (0, T). \quad (2.2.1)
\]

Final condition is given by

\[
V(S, T) = \begin{cases} 
\max(S - K, 0) & \text{for call}, \\
\max(K - S, 0) & \text{for put}, 
\end{cases} \quad (2.2.2)
\]
whereas the boundary conditions are

\[
\begin{align*}
V(0, t) &= 0, & V(S, t) &\to S - Ke^{-r(T-t)}, & \text{as } S \to \infty \text{ for call,} \\
V(0, t) &= Ke^{-rt}, & V(S, t) &\to 0, & \text{as } S \to \infty \text{ for put.}
\end{align*}
\]

In the above, \( V(S, t) \) is the price of a call/put option for the underlying asset whose price is \( S \) at time \( t \) up to the expiry date \( T \), \( r \) is the interest rate, \( \sigma \) is the volatility of the underlying asset and \( K \) is the strike price.

We set \( \tau = T - t \) to transform the backward formulation (2.2.1) – (2.2.3) to the following forward equation

\[
\frac{\partial V}{\partial \tau} - \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} - r S \frac{\partial V}{\partial S} + r V = 0.
\]

(2.2.4)

The initial condition is given by the terminal payoff

\[
V(S, 0) = \begin{cases} 
\max(S - K, 0) & \text{for call,} \\
\max(K - S, 0) & \text{for put}
\end{cases}
\]

(2.2.5)

and the boundary conditions are given by

\[
\begin{align*}
V(0, \tau) &= 0, & V(S, \tau) &\to S - Ke^{-r\tau}, & \text{as } S \to \infty \text{ for call,} \\
V(0, \tau) &= Ke^{-r\tau}, & V(S, \tau) &\to 0, & \text{as } S \to \infty \text{ for put.}
\end{align*}
\]

(2.2.6)

For a European option (call and put), the analytical solution exists and is given by

\[
V(S, \tau) = \begin{cases} 
SN(d_1) - Ke^{-r\tau}N(d_2) & \text{for call,} \\
Ke^{-r\tau}N(-d_2) - SN(-d_1) & \text{for put.}
\end{cases}
\]

(2.2.7)
where \( \mathcal{N}(.) \) is the normal distribution function defined by
\[
\mathcal{N}(x) = \int_{-\infty}^{x} e^{-\frac{s^2}{2}} ds,
\]
and the expressions for \( d_1 \) and \( d_2 \) are given by
\[
d_1 = \frac{\log(S/K) + (r + \frac{1}{2}\sigma^2) \tau}{\sigma \sqrt{\tau}},
\]
\[
d_2 = \frac{\log(S/K) + (r - \frac{1}{2}\sigma^2) \tau}{\sigma \sqrt{\tau}}.
\]
A typical representation of (2.2.7) can be seen from Figure 2.2.1 (for a call option)

Figure 2.2.1: Exact solution given by (2.2.7) for \( r = 0.05, T = 0.25, \sigma = 0.3, K = 1, S \in (0,3) \).

Here we note that, even though the analytical solution of European options exist, for practical application as well as due to the aim of solving more complicated option pricing problems which fundamentally originate from these type of basic options, one has to resort to numerical methods. Because once the model gets complicated it would
be difficult if not impossible to solve it analytically. To this end, in the next sections we develop a numerical approach based on spectral method and inversion of the Laplace transform method. Our intention here is to develop a method that will be used for more complicated problems whose analytical solutions do not exist or are hard to implement directly.

2.3 Spectral discretization

To semi-discretize the PDE (2.2.1), we consider a spectral method. The basic idea behind the spectral methods is as follows. For a given set of points, we interpolate the unknown solution and differentiate the interpolating polynomial at these grid points. This discretization process leads to a system of equations which can then be solved using any state-of-the-art solvers.

The discretization using spectral method (in this chapter) is based on the Chebyshev polynomial interpolation [132]. Methods such as finite elements or finite differences divide the domain into sub-domains and use local polynomials of low degree. By contrast, spectral methods use global representations of high degree over the entire domain.

The implementation of spectral methods can be divided into three categories, namely, the Galerkin, tau and the collocation (or pseudo-spectral) methods. The first two of these methods use the expansion coefficients of the global approximation and the latter can be viewed as a method of finding numerical approximations to derivatives at collocations points. In a manner similar to finite difference or finite element methods, the equation to be solved is satisfied in space at the collocations points. In this chapter, we use the third one, i.e., the spectral collocation method.

2.3.1 Polynomial interpolation

The spectral process involves seeking the solution to a differential equation by polynomial interpolation. In order to review the concept of polynomial interpolation, we
consider interpolating an arbitrary function $f(x)$ at $N + 1$ distinct nodes $\{x_k\}_{k=0}^N$ in $[-1, 1]$.

**Definition 2.3.1** Given a set of grid points $\{x_j\}_{j=0}^N$, an interpolating approximation to a function $f(x)$ is a polynomial $f_N(x)$ of degree $N$, determined by the requirement that the interpolant agrees with $f(x)$ at the set of interpolation points $\{x_j\}_{j=0}^N$, i.e.,

$$f_N(x_i) = f(x_i), \quad i = 0, 1, ..., N.$$ 

We define by $L_k(x)$, the Lagrange polynomial of degree $N$,

$$L_k(x) = \prod_{j=0}^{N} \frac{x - x_j}{x_k - x_j}, \quad k = 0, 1, ..., N.$$ 

Note that $L_k(x)$ satisfies $L_j(x_k) = \delta_{jk}$, where $\delta_{jk}$ is the Kronecker delta function. The interpolation polynomial $f_N(x)$ is then given by

$$f_N(x) = \sum_{k=0}^{N} f(x_k) L_k(x). \quad (2.3.1)$$ 

The grid points $\{x_k\}_{0}^N$ are the roots of the Jacobi polynomials; they have a nonuniform distribution [135] in the interval $[-1, 1]$ with a node density (per unit length) of

$$\mu \approx \frac{N}{\sqrt{1 - x^2}} \quad \text{as} \quad N \to \infty.$$ 

In this chapter, we use the Chebyshev points as the grid points. These are given by

Chebyshev zeros: $x_j = \cos \left( \frac{2j+1}{2(N+1)} \pi \right), \quad j = 0, ..., N,$

and

Chebyshev extrema: $x_j = \cos \left( \frac{j\pi}{N} \right), \quad j = 0, ..., N.$

The Chebyshev points are often defined as the projection onto the interval $[-1, 1]$.
of the roots of unity along the unit circle $|z| = 1$ in the complex plane [132]. For European options, since the payoff is non smooth, a direct application of the chebyshev points for discretization leads to low order approximation. To regain a high order accuracy an alternative is proposed by Tangman [126, 149]. The basic idea is to modify the Chebyshev points as follows

$$x = [x_k, x_l]^T,$$  (2.3.2)

where

$$x_k = S_{\text{min}} + \left( \frac{K - S_{\text{min}}}{2} \right) \left( 1 - \cos \left( \frac{2\pi k}{N} \right) \right), \quad k = 0, 1, \ldots, \frac{N}{2},$$  (2.3.3)

$$x_l = K + \left( \frac{S_{\text{max}} - K}{2} \right) \left( 1 - \cos \left( \frac{2\pi l}{N} \right) \right), \quad l = 1, 2, \ldots, \frac{N}{2}.$$  (2.3.4)

for $N$ even. This discretization clusters grid nodes at the boundaries located at $S_{\text{min}}$ and $S_{\text{max}}$ as well as at the strick price $K$ where the discontinuity of the payoff occurs. As we show in Section 2.5, it follows that local grid refinement improve accuracy of the spectral method at the payoff. Another advantage of this strategy is that it applies directly to the equation (2.2.4) without the need for transforming into the interval $[-1, 1]$.

### 2.3.2 Differentiation matrices

The concept of collocation derivatives is associated with the interpolation polynomial $f_N(x)$ described above. These are the derivatives of $f_N(x)$ at the collocation points $\{x_k\}_{k=0}^N$. Using (2.3.1), we can see that the $m$-th order collocation derivative of $f_N(x)$ is given by

$$\frac{d^m f_N(x)}{dx^m} = \sum_{k=0}^{N} f(x_k) \frac{d^m L_k(x)}{dx^m}.$$  (2.3.5)
Nodal representation yields
\[
\frac{d^m f_N(x_j)}{d x^m} = \sum_{k=0}^{N} f(x_k) \frac{d^m L_k(x_j)}{d x^m}, \quad j = 0, \ldots, N,
\] (2.3.6)

which can be expressed by the matrix formula
\[
f^{(m)} = D^{(m)} f_N,
\] (2.3.7)

where
\[
f_N = \begin{bmatrix} f_N(x_0) \\ \vdots \\ f_N(x_N) \end{bmatrix}, \quad f^{(m)} = \begin{bmatrix} f^{(m)}(x_0) \\ \vdots \\ f^{(m)}(x_N) \end{bmatrix},
\]
and \(D^{(m)}_N\) is the \((N + 1) \times (N + 1)\) differentiation matrix of order \(m\) with entries
\[
(D^{(m)}_N)_{j,k} = L^{(m)}_k(x_j), \quad j,k = 0, \ldots, N.
\] (2.3.8)

The computation of these differentiation matrices for an arbitrary order \(m\) has been considered in [69, 132, 136]. Following the approach in [139], Weideman and Reddy [136] developed a MATLAB algorithm that computes the Chebyshev grid points as well as the differentiation matrices of an arbitrary order. This algorithm is implemented in the DMSUITE package [136] which contains a function \texttt{chebdif} that computes the extreme points of the Chebyshev polynomial \(T_N(x)\) and the differentiation matrix \(D^{(m)}_N\). The code takes as input the size of the differentiation matrix \(N\) and the highest derivative order \(m\) and produces matrices \(D^{(\ell)}_N\) of order \(\ell = 1, 2, \ldots, m\).

The next theorem gives the formulas for the computation of the entries of \(D^{(1)}_N\).

**Theorem 2.3.2** [132] For any \(N \geq 1\), let \(i, j = 0, 1, \ldots N\). Then the entries of \(D^{(1)}_N\)
are given by

\[
\begin{align*}
(D_N^{(1)})_{00} &= \frac{2N^2 + 1}{6}, \\
(D_N^{(1)})_{jj} &= \frac{2(1 - x_j^2)}{6}, \\
(D_N^{(1)})_{ij} &= \frac{c_i (-1)^{i+j}}{c_j(x_i - x_j)}, \\
\end{align*}
\]

\[
\begin{align*}
(D_N^{(1)})_{NN} &= \frac{2N^2 + 1}{6}, \\
\end{align*}
\]

\[
\begin{align*}
j = 1, \ldots, N - 1, \\
i \neq j, i, j = 0, \ldots, N, \\
\end{align*}
\]

(2.3.9)

where

\[
\begin{align*}
c_i = \begin{cases} 
2, & i = 0 \text{ or } N \\
1, & \text{otherwise}.
\end{cases}
\end{align*}
\]

Proof. See [132].

Higher order derivatives are evaluated by recursions at a cost of \(O(N^2)\) operations [136, 139]. This turns out to be cost effective as compared to \(O(N^3)\) if higher derivatives are obtained by taking powers of the first derivative [136].

Using the differentiation matrices described above, we can rewrite (2.2.4) in matrix form as

\[
\dot{V} - \frac{1}{2}\sigma^2 P D_N^{(2)} V - r Q D_N^{(1)} V + r V = 0,
\]

(2.3.10)

where \(P\) and \(Q\) are the diagonal matrices with entries on the main diagonals as \((x_k + 1)^2\) and \((x_k + 1)\), respectively, for \(k = 0, 1, \ldots, N\).

In next the section, we discuss a time discretization method to solve (2.3.10).

2.4 Time discretization

2.4.1 Exponential Time Differencing Runge-Kutta Method

The Exponential Time Differentiating (ETD) schemes are time integration methods especially suited for semi-linear problems which can be splitted into a linear part and non-linear part. The linear part which is very often stiff is solved exactly by a matrix exponential whereas the non-linear part which varies more slowly is solved recursively.
In recent years, numerous authors have shown an interest in ETD methods, see, e.g., \cite{33, 65, 66} and some of the references therein.

In order to elaborate the approach, let us consider the following semi-linear partial differential equation

$$\frac{\partial u}{\partial t} = A u + L(u, t), \quad (2.4.1)$$

where $A$ is the semi-discrete spectral linear operator containing higher-order spatial derivatives than those contained in the non-linear operator $L(u, t)$ and is the responsible for stiffness. After discretizing by Chebyshev collocation method, we obtain the following system of ODEs

$$\frac{\partial u}{\partial t} = A u + L(u, t), \quad (2.4.2)$$

where $A$ and $L$ represents the discrete analogue of the continuous operators $A$ and $L$, respectively.

Various ETD methods exist for the evaluation of (2.4.2) and it is not the purpose of this work to give a complete classification of the ETD methods. From these, we focus on Exponential Time Differencing Runge-Kutta method of order 4 (ETDRK4) given by

$$u_{n+1} = e^{Ah} u_n + h^{-2} A^{-3} \{ [-4 - Ah + e^{Ah}(4 - 3Ah + (Ah)^2)] L(u_n, t_n) \}$$

$$+ 2 [2 + Ah + e^{Ah}(-2 + Ah)](L(a_n, t_n + h/2) + L(b_n, t_n + h/2))$$

$$[-4 - 3Ah - (Ah)^2 + e^{Ah}(4 - Ah)] L(c_n, t_n + h),$$

where

$$a_n = e^{Ah/2} u_n + A^{-1}(e^{Ah/2} - I) L(u_n, t_n), \quad (2.4.4)$$

$$b_n = e^{Ah/2} u_n + A^{-1}(e^{Ah/2} - I) L(a_n, t_n + h/2),$$

$$c_n = e^{Ah/2} a_n + A^{-1}(e^{Ah/2} - I)(2L(b_n, t_n + h/2) - L(u_n, t_n)).$$

Here $h$ is the time step $h$ and $I$ the identity matrix. The terms $a_n$ and $b_n$ approximate
the values of $u$ at $t_n + h/2$ and the term $c_n$ approximates the value of $u$ at $t_n + h$. For detailed derivation of this method, interested readers are referred to [33]. Note that the direct application of this formula suffers from numerical instability for eigenvalues of $A$ close to zero [66]. To see this, let us first consider the scalar problem and define the function

$$g(z) = \frac{e^z - 1}{z}. \quad (2.4.5)$$

The function $g(z)$ is analytic with a removable singularity at $z = 0$. Moreover the limiting form of $g(z)$ as $z \to 0^\pm$ should result in 1. In practice however, it does not happen. The expression does not approach 1 as $z$ gets close to 0. In [63], Higham explains this situation by the fact that for small values of $z$, the terms in the expression do not cancel precisely and therefore leads to small errors. The small errors, occurring due to cancellations, play significant role as we are dividing the result by a number approaching zero. The situation gets worse for higher order version of $g(z)$ given by

$$g_\ell(z) = \frac{e^z - G_\ell(z)}{z^\ell}, \quad \ell = 1, 2, \ldots, s, \quad (2.4.6)$$

where

$$G_\ell(z) = \sum_{j=0}^{\ell-1} \frac{z^j}{j!},$$

are the first $\ell$ terms in the Taylor series approximation to $g(z)$. The analogy between the coefficient function $a_n, b_n$ and $c_n$ of (2.4.3) with the function $g_\ell(z)$ (here $s = 4$) is apparent. The cancelation error observed in the numerical application of $g(z)$ for small values of $z$ constitute a major challenge in numerical analysis and as a consequence makes the application of the ETDRK4 unstable for small values of $z$.

To overcome the numerical instability in the evaluation of $g(z)$ for $z \to 0$, Kassam and Trefethen [81] proposed a method based on contour integrals over a complex plan that encloses the $z$. This method is based on Cauchy integral formula defined by

$$g(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{g(s)}{s - z} ds, \quad (2.4.7)$$
where $\Gamma$ represent the contour of integration that encloses the point $z$. Unlike the Laplace transform approach where we use a hyperbola as a contour, here (for its simplicity) we will consider a circular contour with radius $r$ centered at $z_0$ defined by

$$
\Gamma = \{z_0 + re^{i\theta} : 0 \leq \theta \leq 2\pi\}. \tag{2.4.8}
$$

The Cauchy integral formula (2.4.7) becomes

$$
g(z) = \frac{1}{2\pi} \int_0^{2\pi} g(z_0 + re^{i\theta}) \left(\frac{s(e^{i\theta})}{s(\theta) - z}\right) d\theta. \tag{2.4.9}
$$

Formula (2.4.9) is approximated by the Trapezoidal rule truncated at $N$ as

$$
g(z) \approx \frac{1}{N} \sum_{j=1}^{N} g(z_0 + re^{i\theta}) \left(\frac{s(e^{i\theta})}{s(\theta) - z}\right). \tag{2.4.10}
$$

For matrix problem (2.4.2), the scalar $z$ becomes $A$, and the analogous Cauchy integral formula will be

$$
g(A) = \frac{1}{2\pi i} \int_{\gamma} g(s)(sI - A)^{-1} ds. \tag{2.4.11}
$$

Again the Trapezoidal rule is applied in a manner similar to the scalar case (2.4.10). Moreover the convergence of the method is guaranteed by Theorem 1.3.1.

We apply this approach to the European call and put option problems (2.2.4)-(2.2.6) in the next section.

### 2.4.2 Application of the Laplace transform method

Applying the Laplace transform to equation (2.2.4), the following transformed equation is obtained

$$
z\hat{V} - \frac{1}{2}\sigma^2 S^2 \frac{\partial^2 \hat{V}}{\partial S^2} - rS \frac{\partial \hat{V}}{\partial S} + r\hat{V} = V_0. \tag{2.4.12}
$$
The boundary conditions are given by

\[
\begin{align*}
\hat{V}(0, z) &= 0, \\
\hat{V}(S, z) &= \frac{S_{\text{max}}}{z} - \frac{K}{(z + r)}, \quad \text{for call,} \\
\hat{V}(0, z) &= \frac{K}{(z + r)}, \\
\hat{V}(S, z) &= 0, \quad \text{for put.}
\end{align*}
\] (2.4.13)

The equation (2.3.10) therefore becomes

\[
\begin{align*}
&z\hat{V} - \frac{1}{2} \sigma^2 PD^{(2)}_N \hat{V} + r QD^{(1)}_N \hat{V} - r \hat{V} = V_0, \\
&\left( z_k I - \frac{1}{2} \sigma^2 PD^{(2)}_N + r QD^{(1)}_N - r I \right) \hat{V}_k = V_0, \quad k = 0, 1, \ldots, N - 1.
\end{align*}
\] (2.4.14)

A straightforward application of the inversion formula (1.2.6) yields

\[
V(t) = \frac{h}{2\pi i} \int_{-\infty}^{\infty} e^{z(t)} \hat{V}'(\ell) d\ell.
\] (2.4.15)

Using the symmetry of the contour (1.2.5), the trapezoidal rule (1.2.7) gives

\[
V_M(t) = \frac{h}{2\pi i} \sum_{k=0}^{M-1} e^{z_k t} \hat{V}'_k z_k,
\] (2.4.16)

where

\[
\hat{V}_k = (z_k I - A)^{-1} V_0, \quad k = 0, 1, \ldots, N - 1,
\] (2.4.17)

and

\[
A = \frac{1}{2} \sigma^2 PD^{(2)}_N - r QD^{(1)}_N + r I.
\] (2.4.18)

Now since the differentiation matrices \(D^{(1)}_N\) and \(D^{(2)}_N\) are not sparse, the equation (2.4.17) indicates the bulk of the computation in the trapezoidal rules (2.4.16). To speed up this computation, an Hessenberg decomposition can be computed once at the beginning as follows

\[
A = MHM^T,
\] (2.4.19)
where \( H = (h_{ij}) \) is an upper Hessenberg matrix, i.e., \( h_{ij} = 0, i > j + 1 \), and \( M \) an orthogonal matrix. Then for each \( z_k, k = 0, 1, ..., M - 1 \), the equation (2.4.17) becomes

\[
(z_k I - MHM^T)V_k = V_0. \quad k = 0, 1, ..., N - 1.
\]

From this we have

\[
(z_k I - H)U_k = M^TV_0 \quad k = 0, 1, ..., N - 1,
\] (2.4.20)

where \( U_k = M^TV_k \), so that

\[
V_k = MU_k, \quad k = 0, 1, ..., N - 1.
\] (2.4.21)

The solution \( V_k \) for each \( z_k \), is obtained by the computation of an almost triangular system (2.4.20) and combining the result in (2.4.21) at only \( O(N^2) \) operations [54]. During this process, the Hessenberg reduction (2.4.19) is only computed once, beforehand.

In the next section, we present the numerical results obtained from our Laplace transform, the ETDRK4, the well-known MATLAB solver \( \text{ode15s} \) and the Cranck-Nicolson methods.

## 2.5 Numerical results

In this section, we present some results of the numerical experiments that we have performed to test our method for pricing European options. Even though an analytical solution of the Black-Scholes equation for European options exists, our aim is to compare the results obtained by using our Laplace transform and ETDRK4 methods with more conventional time marching methods such as Cranck-Nicolson’s methods (with the time step-size 0.00025) and the well-known MATLAB solver \( \text{ode15s} \). This is done in Table 2.5.1. For the numerical simulations, we fix spatial variable \( S \) at \( S_{\text{max}} = 3K \) to reduce the domain truncation error. Other parameters are chosen as follow: \( K = 15 \),
$\sigma = 0.2, r = 0.05, T = 0.25$.

Maximum absolute errors are calculated using the formula

$$
\text{error} = \max_{t \in [0, T]} |V(t) - V_M(t)|, \tag{2.5.1}
$$

where $V(t)$ is the analytical solution and $V_M(t)$ is the numerical solution obtained by any of the three methods as indicated in Table 2.5.1.

Table 2.5.1: Comparison of the errors defined by (2.5.1), for the Crank-Nicolson’s (CN) method, ETDRK4 and the Inverse Laplace Transform (ILT) approach

<table>
<thead>
<tr>
<th>N</th>
<th>Time(s)</th>
<th>Error</th>
<th>Time(s)</th>
<th>Error</th>
<th>Time(s)</th>
<th>Error</th>
<th>Time(s)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.125</td>
<td>8.20E-2</td>
<td>0.060</td>
<td>7.10E-3</td>
<td>0.052</td>
<td>7.40E-3</td>
<td>0.0010</td>
<td>7.40E-3</td>
</tr>
<tr>
<td>30</td>
<td>0.148</td>
<td>6.97E-4</td>
<td>0.044</td>
<td>1.30E-3</td>
<td>0.540</td>
<td>1.00E-3</td>
<td>0.0050</td>
<td>1.00E-3</td>
</tr>
<tr>
<td>40</td>
<td>0.193</td>
<td>6.59E-5</td>
<td>0.109</td>
<td>1.93E-4</td>
<td>0.075</td>
<td>1.22E-4</td>
<td>0.0070</td>
<td>1.18E-4</td>
</tr>
<tr>
<td>50</td>
<td>0.223</td>
<td>7.86E-6</td>
<td>0.133</td>
<td>9.67E-5</td>
<td>0.095</td>
<td>4.85E-5</td>
<td>0.0090</td>
<td>1.07E-5</td>
</tr>
<tr>
<td>60</td>
<td>0.242</td>
<td>4.63E-6</td>
<td>0.163</td>
<td>9.73E-5</td>
<td>0.126</td>
<td>4.86E-5</td>
<td>0.0095</td>
<td>3.52E-6</td>
</tr>
<tr>
<td>80</td>
<td>0.310</td>
<td>1.86E-5</td>
<td>0.261</td>
<td>9.80E-5</td>
<td>0.218</td>
<td>4.89E-5</td>
<td>0.0097</td>
<td>5.80E-7</td>
</tr>
</tbody>
</table>

2.6 Summary and discussions

In this chapter, we have investigated two numerical methods for solving the Black-Scholes equation for pricing of European options. Using the spectral method, we obtained a system of ordinary differential equations which we then solve by MATLAB solver *ode15s* and by Laplace transform method. These results are also compared with those obtained by the classical Crank-Nicolson’s method and we found that the proposed method outperforms the other three methods.

It is worth mentioning here that even though in practice, the use of spectral methods for boundary value problems may be troublesome because the presence of boundaries often introduces stability conditions that are both highly restrictive and often difficult to analyze, one should note that for smooth solutions the results using spectral methods
are of a degree of accuracy that local approximation methods cannot produce. For such solutions spectral methods can often achieve an exponential convergence rate as compared to the algebraic convergence rate displayed by finite difference or finite element methods.

One may also think that the matrices in spectral methods are neither sparse nor symmetric, in contrast to the situation in finite differences or finite elements where the sparsity structure of the matrices simplifies the computation. However, the number of discretization points required to achieve the expected accuracy using the spectral method is much more less than those required in finite difference or finite element methods, and therefore the spectral method is still very efficient as compared to these other two methods.

Finally, we would like to mention that we have omitted the mathematical details about the Crank-Nicholson’s method and the MATLAB solver because the main emphasis of this chapter is on the use of the Laplace transform approach and ETDRK4 to solve the option pricing problems.

The method presented in this chapter gives only fourth order accuracy. The non-smooth payoff downgrades the performance of the spectral methods. In the next chapter, we develop a decomposition method to regain the exponential accuracy of these methods. Furthermore, as contour integral method, we shall only consider the Laplace transform method for its superior accuracy and efficiency as we see in this chapter.
Chapter 3

Improved Laplace transform method for the numerical solution of European option pricing problems

In this chapter, we investigate an efficient numerical method for solving the Black-Scholes equation for pricing European options. Our approach is based on spectral domain decomposition and the Laplace transform method. The spectral domain decomposition method approximates the solution using piecewise high order rational interpolant on the Chebyshev mesh points within each sub-domain with the boundary domain placed at the strike price where the discontinuity is located. To ensure the continuity of the solution and that of its derivatives across the boundary, two matching conditions are imposed. The resulting system is then solved by applying Laplace transform method based on Talbot’s idea of deformation of contour integral [125]. The accuracy and efficiency of the solutions obtained by using this approach are compared to those obtained with conventional methods such as Crank-Nicholson and finite difference methods. The new approach exhibits spectrally accurate results for the solution and the Greeks.
3.1 Introduction

It is well known that the spectral method leads to low order accuracy when applied to problems having non-smooth solutions. To regain the spectral accuracy, Zhu [148] used the weak form of spectral element method to compute European option prices. His results display exponential accuracy and were computationally faster than those obtained from finite difference method.

The authors in [107] used a grid stretching in combination with backward difference method of fourth order in time to solve the European options. In [127], Tangman et al. used a method based on the grid stretching to generate a high order compact scheme to improve on the well known second order Crank-Nicolson method for solving these problems. In spite of the popularity of these time marching methods, a critical drawback of these schemes is that they usually require as many time steps as spatial meshes to maintain the stability of the method.

In this chapter, we will consider the spectral domain decomposition method to discretize the option pricing PDE with respect to space. As already mentioned above, a direct application of the spectral methods to solve the European option pricing problems leads to low order of accuracy comparable to results obtained by finite difference methods. This poor result is due to the non-smooth payoff function or initial condition. Since the initial condition is smooth only on both side of the strike price, and we aim to retain the higher order accuracy on the whole domain, we will consider the spectral method combined with the domain decomposition approach.

The principle idea behind the use of spectral methods with domain decomposition method, is to divide the solution domain in sub-domains (or elements) where the solution is smooth enough. Therefore, rather than using a global polynomial on the entire interval, the multi-domain spectral approximation method collocates the solution within each sub-domain at the Chebyshev points.

After discretization, the resulting system of ODEs is solved by applying the Laplace transform approach. We compare the results obtained by using our approach with those
from a finite difference discretization and Crank-Nicholsons methods.

The rest of this chapter is organized as follows. To keep this chapter self-contained, in Section 3.2, we re-describe the Black-Scholes equation which is used to model the European call and put options. Application of the Laplace transform is carried out in Section 3.4. In Section 3.3, we introduce the domain decomposition method. In Section 3.5 we present comparative numerical results. Finally a brief summary and some concluding remarks are given in Section 3.6.

### 3.2 Description of the model problem

To keep this chapter self-contained and direct liking of subsequent equations, we rewrite the model presented in the previous chapter. We consider the following PDE to price European options

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0, \quad S \in (0, \infty), \quad t \in (0, T). \tag{3.2.1}
\]

Final and boundary conditions are given by

\[
V(S,T) = \begin{cases} 
\max(S - K, 0) & \text{for call}, \\
\max(K - S, 0) & \text{for put},
\end{cases}
\]

and

\[
\begin{aligned}
V(0, t) &= 0, & V(S, t) &\rightarrow S - Ke^{-r(T-t)}, & S \rightarrow \infty & \text{for call,} \\
V(0, t) &= Ke^{-rt}, & V(S, t) &\rightarrow 0, & S \rightarrow \infty & \text{for put.}
\end{aligned}
\tag{3.2.3}
\]

In the above, \(V(S,t)\) is the price of a call/put option for the underlying asset whose price is \(S\) at time \(t\) up to the expiry date \(T\), \(r\) is the interest rate, \(\sigma\) is the volatility of the underlying asset and \(K\) is the strike price.
We set \( \tau = T - t \) to transform the backward formulation (3.2.1) – (3.2.3) to the following forward equation

\[
\frac{\partial V}{\partial \tau} - \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} - rS \frac{\partial V}{\partial S} + rV = 0,
\]

(3.2.4)

The initial condition is given by the terminal payoff

\[
V(S, 0) = \begin{cases} 
\max(S - K, 0) & \text{for call,} \\
\max(K - S, 0) & \text{for put,}
\end{cases}
\]

(3.2.5)

and the boundary conditions are given by

\[
\begin{align*}
V(0, \tau) &= 0, & V(S, \tau) \rightarrow S - Ke^{-r\tau} & \text{as } S \rightarrow \infty & \text{for call} \\
V(0, \tau) &= Ke^{-r\tau}, & V(S, \tau) \rightarrow 0, & \text{as } S \rightarrow \infty & \text{for put.}
\end{align*}
\]

(3.2.6)

### 3.3 Spectral discretization

Spectral methods are a class of numerical methods that approximate the solution of unknown PDEs/ODEs by a global expansion polynomial over the entire domain. Unlike piecewise interpolation methods such as finite elements or finite differences that approximate solutions over subintervals of the domain. The popularity of spectral methods results mainly from the so-called exponential (i.e. geometric) convergence rate. Indeed for these methods, the decay in the convergence rate of the error associated with them decreases exponentially with increasing degree of freedom (i.e., the order of the expansion polynomial basis). This exponential convergence contrasts with the algebraic convergence rate observed for finite difference methods. At this point, a mathematical definition of algebraic and geometric convergence is in order and given below.
Definition 3.3.1 [13]. Let $u_N$ be an approximation to a function $u$. Then $u_N$ is said to convergence algebraically to $u$ if its order of convergence is of the form $O(N^{-C})$, with $N$ being the number of interpolation points and $C$ some positive constant.

Definition 3.3.2 [13]. Let $u_N$ be an approximation to a function $u$. Then $u_N$ is said to convergence exponentially to $u$ if the convergence rate is asymptotically of order $O(e^{-CN})$, with $N$ being the number of interpolation points and $C$ some positive constant.

Spectral methods rose to prominence as numerical methods for PDEs in the 1970s. Their use is now widespread. Based on the choice of the basis functions, they can be divided into two main categories, namely, the fourier and the polynomial spectral methods. Typically writes

$$u_N(\xi, t) = \sum_{k=0}^{N} a_k(t) \phi_k(\xi),$$

(3.3.1)

where $\phi_k, k = 0, 1, \ldots, N$ are the basis polynomials and $a_k, k = 0, 1, \ldots, N$ are the unknown coefficients to be determined. The choice of $\phi_k, k = 0, 1, \ldots, N$ depends on the nature of the problem at hand. For periodic boundary value problems, $\phi_k, k = 0, 1, \ldots, N$ are chosen to be trigonometric polynomials. For non-periodic boundary problems, the most convenient choice for the basis functions is the Chebyshev polynomials: $\phi_k = T_k(\xi)$, and the Legendre polynomials: $\phi_k = L_k(\xi)$.

Spectral methods based on algebraic polynomial expansion can be divided into three categories, the Galerkin, tau and the collocation (also known as the pseudo-spectral) methods. One difference between these methods is the error distribution principle, that is, the means of making the residual function

$$R_N(\xi, t) = \frac{\partial u_N}{\partial t} - Hu_N(\xi, t),$$

(3.3.2)

small, where $H$ is the associated differential operator. In the Galerkin method, the residual, $R_N(x, t)$ is required to be orthogonal to the span of $\phi_k(\xi), k = 0, 1, \ldots, N$. The
tau method works similarly to the Galerkin method but unlike the Galerkin method which requires each $\phi_k(\xi)$ to satisfy the boundary conditions, it only requires that the approximation $u_N(\xi, t)$ satisfies the boundary conditions. The Galerkin and Tau methods involved a projection of the residual onto some polynomials space to be zero. For a thorough discussion on these two methods, interested readers are referred to [13, 61].

The method which we shall focus on in this work is the collocation method, often referred to as pseudo-spectral method. In contrast to the Galerkin and Tau methods, spectral collocation method requires that the residual $R_N(x, t)$ vanishes at a set of collocation points, making it easy to apply to variable coefficients and non-linear problems.

### 3.3.1 Chebyshev collocation methods

The basic idea behind spectral methods is to approximate the unknown solution of a differential equation by a global interpolant, and requires the interpolant to satisfy the differential equation exactly at predefined collocation points. Usually, each spectral method is named after choosing a function class for the basis functions. Since we use Chebyshev grid points in this case, the method is known as the Chebyshev collocation method.

In Chebyshev spectral method, the spectral process involves seeking the solution to a differential equation by polynomial interpolation. In order to review the formulas of polynomial interpolation, we consider interpolating an arbitrary function $u(\xi)$ at $N + 1$ distinct nodes $\xi_k, k = 0, 1, ..., N$, in $[-1, 1]$.

**Definition 3.3.3** Given a set of grid points $\xi_j, j = 0, 1, ..., N$, an interpolating approximation to a function $u(\xi)$ is a polynomial $u_N(\xi)$ of degree $N$, determined by the requirement that the interpolant agrees with $f(\xi)$ at the set of interpolation points $\xi_j, j = 0, 1, ..., N$, i.e.,

$$u_N(\xi_i) = u(\xi_i), \quad i = 0, 1, ..., N.$$
We define $L_k(\xi)$ as the Lagrange polynomial of degree $N$,

$$L_k(\xi) = \prod_{\substack{j=0 \atop j \neq k}}^N \frac{\xi - \xi_j}{\xi_k - \xi_j}, \quad k = 0, 1, ..., N.$$ 

Note that at the discrete points $\xi_k, k = 0, 1, ..., N$, $L_k(\xi)$ satisfies

$$L_j(\xi_k) = \delta_{jk} = \begin{cases} 1 & \text{if } j = k \\ 0 & \text{otherwise} \end{cases}$$

where $\delta_{jk}$ is the Kronecker delta function. The interpolation polynomial, $f_N(\xi)$ is then given by

$$u_N(\xi) = \sum_{k=0}^N u(\xi_k)L_k(\xi). \quad (3.3.3)$$

The grid points $\xi_k, k = 0, 1, ..., N$ are the roots of the Jacobi polynomials; they have a nonuniform distribution [47, 132] in the interval $[-1, 1]$ with a node density per unit length of

$$\mu \approx \frac{N}{\sqrt{1-\xi^2}} \quad \text{as} \quad N \to \infty.$$ 

In this chapter, we use the Chebyshev points as the grid points. These are given by

$$\xi_j = \cos \left( \frac{j\pi}{N} \right), \quad j = 0, 1, ..., N.$$ 

The Chebyshev points are often defined as the projection onto the interval $[-1, 1]$ of the roots of unity along the unit circle $|z| = 1$ in the complex plane [132]. One should note that the Chebyshev points are defined on the canonical interval $[-1, 1]$, therefore any problem posed on an arbitrary interval $[a, b]$ should be converted to $[-1, 1]$ through the linear transformation $\xi \longleftrightarrow (1/2)((b-a)\xi + (b+a))$.

The Chebyshev collocation methods are renowned for their exponential accuracy as illustrated in the following theorem [57] for an analytic function.
Theorem 3.3.4 [57] Let $u_N$ be the polynomial of degree at most $N$ that interpolates a function $u$ at Chebyshev points $\xi_k = \cos k\pi/N$, $k = 0, \ldots, N$. If $u$ is analytic in the closed ellipse with foci $\pm 1$ and semi-axis lengths that sum to $\rho$, then

$$\max_{\xi \in [-1,1]} |u_N - u| \leq O(\rho^{-N}), \quad \text{as} \quad N \to \infty.$$ 

Proof. See [57].

In the following, we discuss the concept of collocation derivative associated with the interpolation polynomial $u_N(\xi)$ described above.

Differentiation matrices

Using (3.3.3), the $m$-th order derivative of $u_N(\xi)$ at the collocation points $\xi_k$, $k = 0, 1, \ldots, N$, is given by

$$u_N^{(m)} = \frac{d^m u_N(\xi)}{d\xi^m}, \quad (3.3.4)$$

$$= \sum_{k=0}^{N} u(\xi_k) \frac{d^m L_k(\xi)}{d\xi^m}. \quad (3.3.5)$$

Nodal representation yields

$$\frac{d^m u_N(\xi_j)}{d\xi^m} = \sum_{k=0}^{N} u(\xi_k) \frac{d^m L_k(\xi_j)}{d\xi^m}, \quad j = 0, 1, \ldots, N, \quad (3.3.6)$$

which can be represented by the matrix formula

$$u_N^{(m)} = D_N^{(m)} u_N, \quad (3.3.7)$$

where

$$u_N = \begin{bmatrix} u_N(\xi_0) \\ \vdots \\ u_N(\xi_N) \end{bmatrix}, \quad u_N^{(m)} = \begin{bmatrix} u_N^{(m)}(\xi_0) \\ \vdots \\ u_N^{(m)}(\xi_N) \end{bmatrix},$$
and $D_N^{(m)}$ is the $(N + 1) \times (N + 1)$ differentiation matrix of order $m$ with entries

$$
(D_N^{(m)})_{j,k} = L_k^{(m)}(\xi_j), \quad j, k = 0, 1, \ldots, N. \quad (3.3.8)
$$

The computation of these differentiation matrices for an arbitrary order $m$ has been considered in [136]. Moreover as for the Theorem 3.3.4, the following theorem shows that the approximation of the $m^{th}$ order derivative $u_N^{(m)}$ of $u$ converges exponentially.

**Theorem 3.3.5** [57] Let $u_N$ be the polynomial of degree at most $N$ that interpolates a function $u$ at Chebyshev points $\xi_k = \cos k\pi/N$, $k = 0, \ldots, N$. If $u$ is analytic in the closed ellipse with foci $\pm 1$ and semi-axis lengths that sum to $\rho$, then the error in the approximation of the $m^{th}$ order derivative $u_N^{(m)}$ of $u$ is given by

$$
\max_{\xi \in [-1,1]} |u_N^{(m)} - u^{(m)}| \leq O(\rho^{-N}), \quad \text{as} \quad N \to \infty.
$$

for any integers $m > 0$.

**Proof.** See [57].

As we noted earlier, the exponential convergence rate of spectral methods is strictly dependent on the smoothness of the unknown function. However option pricing PDEs have the interesting feature that the initial conditions are not smooth. Therefore direct application of a spectral method to the solution of the Black-Scholes equation will lead to a low order, slowly convergent approximation. To illustrate this fact, we consider the following European call option

$$
\frac{\partial V}{\partial \tau} - \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} - r S \frac{\partial V}{\partial S} + r V = 0, \quad S \in [0, S_{\text{max}}], \quad \tau \in (0, T), \quad (3.3.9)
$$

with initial and boundary conditions

$$
\begin{align*}
V(S, 0) & = \max(S - K, 0), \\
V(0, \tau) & = 0, \\
V(S_{\text{max}}, \tau) & = S_{\text{max}} - Ke^{-r\tau}.
\end{align*}
$$

(3.3.10)
After discretization, (3.3.9) can be expressed as

\[ \frac{\partial V}{\partial t} - \frac{1}{2} \sigma^2 (\xi + 1)^2 D^{(2)} V - r (\xi + 1) D^{(1)} V + r V = 0, \]  
(3.3.11)

where \( \dot{V} \) denotes the differentiation with respect to \( \tau \); \( D^{(1)} \) and \( D^{(2)} \) represent the first and second order matrices, respectively, and \( \xi \) are the Chebyshev points. The equation (3.3.11) can be integrated in time by any one of a number of time stepping schemes. However, we consider a method based on the application of the Laplace transform as described in the next section. The poor performance of the direct application of the spectral method is presented in Figure 3.5.2 (page 61) where only a second order convergence rate is observed as expected.

To remedy this, we propose the spectral domain decomposition method (SDDM). In the spectral domain decomposition approach, the domain \( S \in [0, S_{\text{max}}] \) is divided into sub-domains. For the problem at hand, we need to divide the domain into two sub-domains, with the transition point as the strike price. To represent the solution in each sub-domains, we choose to approximate the solution by a linear rational interpolant for their improved stability properties compared to the polynomial interpolant [5, 11, 130].

### 3.3.2 Domain decomposition based on rational interpolant

Instead of the general spectral methods, we shall consider spectral methods based on rational interpolants which are more convenient for the problems at hand. The rational approximation of a function \( u \) at the Chebyshev points \( \xi_k \), for \( k = 0, 1, ..., N \), is given by

\[ u_N(\xi) = \sum_{k=0}^{N} \frac{w_k}{\xi - \xi_k} u(\xi_k), \]  
(3.3.12)

where \( w_k, k = 0, 1, ..., N \) are the barycentric weights defined by \( w_0 = 1/2, w_N = (-1)^N/2 \), and \( w_k = (-1)^k, k = 1, ..., N - 1 \). For the spectral polynomial method,
the \( m^{th} \) order differentiation matrix associated with the rational interpolant (3.3.12) is given by

\[
\begin{align*}
    u_N^{(m)}(\xi_k) &= \sum_{k=0}^{N} \frac{d^m}{d\xi^m} \left( \sum_{k=0}^{N} \frac{w_k}{\xi - \xi_k} u(\xi_k) \right), \\
    &= \sum_{k=0}^{N} D_{jk}^{(m)} u(\xi_k),
\end{align*}
\]

(3.3.13)

(3.3.14)

where the \( D_{jk}^{(m)} \) are the entries of the differentiation matrix of order \( m \). Formula to construct \( D_{N}^{(m)} \) are given by Schneider and Werner in [119] for \( m = 1 \) and \( m = 2 \) and latter generalized for any order by Tee in [130]. The first and second order differentiation matrices are given by the following formulas

\[
D_{jk}^{(1)} = \begin{cases} 
    w_j (\xi_j - \xi_k), & j \neq k, \\
    \sum_{i \neq k} D_{ji}^{(1)}, & j = k,
\end{cases}
\]

(3.3.15)

and

\[
D_{jk}^{(2)} = \begin{cases} 
    2D_{jk}^{(1)} \left( D_{jj}^{(1)} - \frac{1}{\xi_j - \xi_k} \right), & j \neq k, \\
    - \sum_{i \neq k} D_{ji}^{(2)}, & j = k,
\end{cases}
\]

(3.3.16)

The above expression will be used when we approximate first and second derivative term in (3.2.1).

**Domain decomposition method combined with spectral approximation**

From our earlier discussion in this section, we know that the direct application of spectral method to the Black-Scholes problem leads to low order convergence results. The
poor convergence is attributed due to the non-smoothness of the initial condition at the strike price. To recover spectral accuracy, we consider using the domain decomposition approach which we discuss here. We split the domain at the point of discontinuity, and apply the Chebyshev spatial discretization to reduce the problem to a set of coupled ordinary differential equations in time. Since the function is smooth on each subinterval including the point of discontinuity (strike $K$), a spectral accuracy can be obtained provided that appropriate matching conditions are set across the point of discontinuity.

To begin with this, we consider the domain decomposition approach for the Black-Scholes European call option (3.3.9)-(3.3.10). Since the initial condition is non-smooth at the strike price, we split the interval $[0, S_{\text{max}}]$ at that point into two subintervals, $\vartheta = [0, K]$ and $\chi = [K, S_{\text{max}}]$ of lengths $d\vartheta = K$ and $d\chi = S_{\text{max}} - K$, respectively.

To apply the Chebyshev discretization we map each element to the reference element $[-1, 1]$ by the linear transformation:

$$S^{\vartheta, \chi}(\xi) = \begin{cases} 
\frac{d\vartheta}{2} (\xi + 1), & S \in [0, K], \\
\frac{d\chi}{2} (\xi + 1) + K, & S \in [K, S_{\text{max}}].
\end{cases} \quad (3.3.17)$$

The linear transformation to the derivative leads

$$dS^{\vartheta, \chi}(\xi) = \begin{cases} 
\frac{d\vartheta}{2} d\xi, & S \in [0, K], \\
\frac{d\chi}{2} d\xi, & S \in [K, S_{\text{max}}],
\end{cases} \quad (3.3.18)$$

which implies that

$$\frac{\partial}{\partial S} \equiv \frac{\partial}{\partial \xi} \frac{\partial \xi}{\partial S} \equiv \begin{cases} 
\frac{2}{d\vartheta} \frac{\partial}{\partial \xi}, & S \in [0, K], \\
\frac{2}{d\chi} \frac{\partial}{\partial \xi}, & S \in [K, S_{\text{max}}].
\end{cases} \quad (3.3.19)$$

From equations (3.3.18)-(3.3.19) we can write Black-Scholes equation (3.3.9) into each
sub-domain as follows

\[
\frac{\partial V^\vartheta}{\partial \tau} = \frac{2}{(d\vartheta)^2} \sigma^2 S^\vartheta(\xi)^2 \frac{\partial^2 V^\vartheta}{\partial \xi^2} + \frac{2r}{d\vartheta} S^\vartheta(\xi) \frac{\partial V^\vartheta}{\partial \xi} - rV^\vartheta, \quad (3.3.20)
\]

and

\[
\frac{\partial V^\chi}{\partial \tau} = \frac{2}{(d\chi)^2} \sigma^2 S^\chi(\xi)^2 \frac{\partial^2 V^\chi}{\partial \xi^2} + \frac{2r}{d\chi} S^\chi(\xi) \frac{\partial V^\chi}{\partial \xi} - rV^\chi. \quad (3.3.21)
\]

Using matrix notations, we have

\[
\dot{V}^\vartheta = \frac{\sigma^2}{2} (W^\vartheta)^2 D^{(2)} V^\vartheta + rW^\vartheta D^{(1)} V^\vartheta - V^\vartheta, \quad (3.3.22)
\]

and

\[
\dot{V}^\chi = \frac{\sigma^2}{2} (W^\chi)^2 D^{(2)} V^\chi + rW^\chi D^{(1)} V^\chi - V^\chi. \quad (3.3.23)
\]

Here \(W^\vartheta,\chi\) are the diagonal matrices \(W^\vartheta,\chi = \text{diag} \left( \frac{2}{d\vartheta,\chi} S(\xi) \right)\) and \(\dot{V}^\vartheta,\chi\), are the derivatives with respect to \(\tau\). Defining

\[
B^{\vartheta,\chi} := \frac{\sigma^2}{2} (W^{\vartheta,\chi})^2 D^{(2)}, \quad (3.3.24)
\]

and

\[
C^{\vartheta,\chi} := rW^{\vartheta,\chi} D^{(1)}, \quad (3.3.25)
\]

we obtain from (3.3.22)-(3.3.23),

\[
\dot{V}^\vartheta = (B^{\vartheta} V^\vartheta) + (C^{\vartheta} V^\vartheta) - V^\vartheta, \quad (3.3.26)
\]
and

\[ \dot{V}^\chi = (B^\chi V^\chi) + (C^\chi V^\chi) - rV^\chi. \]  \hfill (3.3.27)

To impose the boundary conditions, we replace the first and last equations from the first and second sub-domains, respectively, by the boundary conditions (3.3.10). Furthermore, to ensure the continuity of the solution and that of its first derivatives at the interface, we impose matching conditions across the point of discontinuity, i.e., at the strike price \( K \). Defining

\[ V^* = V_N^\vartheta = V_0^\chi, \]  \hfill (3.3.28)

and

\[ \frac{\partial V_0^\vartheta}{\partial \xi} = \frac{\partial V_0^\chi}{\partial \xi}, \]  \hfill (3.3.29)

we see that equation (3.3.28) implies

\[ 2\dot{V}^* = ((B^\vartheta + C^\vartheta - rI^\vartheta)V^\vartheta)_N + ((B^\chi + C^\chi - rI^\chi)V^\chi)_0. \]  \hfill (3.3.30)

Here \( I^\vartheta \) and \( I^\chi \) are identity matrices on \( \vartheta \) and \( \chi \) respectively. From (3.3.29) we have

\[ \frac{2}{d^\vartheta}(D^{(1)}V^\vartheta)_N - \frac{2}{d^\chi}(D^{(2)}V^\chi)_0 = 0. \]  \hfill (3.3.31)

The solution vector \( V \) of (3.3.9)-(3.3.10) is obtained from the system of \( 2N + 2 \) equations from (3.3.26), (3.3.30), (3.3.31) and the boundary conditions. We combine the approximations from the two sub-domains with boundary and matching conditions included into a global system with the governing equation

\[ \dot{V} = AV - rV. \]  \hfill (3.3.32)

Here \( V \) is the vector

\[ V = (V_0^\vartheta, \ldots, V_N^\vartheta, V_0^\chi, \ldots, V_N^\chi). \]
and
\[ A = B + C, \]
where \( B \) and \( C \) are block diagonal matrices of \( B^{q,x} \) and \( C^{q,x} \), respectively. After the discretization, the resulting ODE is solved using Laplace method as discussed in the next section.

3.4 Practical implementation of the Laplace transform method to solve the discrete problem

We apply the Laplace transform to (3.3.32) which yields
\[
zh\hat{V} = A\hat{V} - r\hat{V} + V_0, \tag{3.4.1}
\]
where \( \hat{V} \) is the unknown solution in this domain. The boundary conditions becomes
\[
\begin{align*}
\hat{V}(-1, z) &= 0, & \hat{V}(1, z) &= \frac{S_{\text{max}}}{P} - \frac{K}{z+r}, & \text{for call,} \\
\hat{V}(-1, z) &= \frac{K}{z+r}, & \hat{V}(1, z) &= 0, & \text{for put.}
\end{align*}
\tag{3.4.2}
\]
For each \( z_k \) on the contour (1.2.5), the equation (3.4.1) in matrix form is solved as
\[
(z_k I - (A + r I))\hat{V}_k = V_0, \quad k = 0, 1, ..., M. \tag{3.4.3}
\]
A straight forward application of the inversion formula (1.2.6) yields
\[
V(t) = \frac{h}{2\pi i} \int_{-\infty}^{\infty} e^{z(t)\ell} \hat{V}z'(\ell) d\ell. \tag{3.4.4}
\]
We approximate the integral (3.4.4) using the trapezoidal rule truncated at \( M \), and taking advantage of the symmetry of the contour (1.2.5), we obtain

\[
V_M(t) = \text{Re} \left\{ \frac{h}{\pi i} \sum_{k=0}^{M} e^{z_k t} \tilde{V}_k z_k' \right\}, \tag{3.4.5}
\]

where

\[
\tilde{V}_k = (z_k I - (A + r I))^{-1} V_0, \quad k = 0, 1, \ldots, M. \tag{3.4.6}
\]

In the next section, we present some numerical results illustrating the performance of the proposed method.

### 3.5 Numerical results

In this section, we present some results of numerical experiments we performed to test our method for pricing European call options. Even though an analytical solution of the Black-Scholes equation for European option exists, for practical application numerical results is often needed. The efficiency and accuracy of the numerical method assist us in determining the suitability of the proposed approach while tackling more challenging problems. To this end, our aim is to compare the results obtained by finite difference method and those obtained by the spectral decomposition method on one hand, and the Laplace transform approach with the conventional time marching methods such as Crank-Nicholson on the other hand. The truncated value \( S_{\text{max}} \) of the stock price interval, is chosen sufficiently large to reduce the truncation error.

The spectral domain decomposition method has the flexibility in the choice of the number of sub-domains depending on the complexity of the computational interval. For the problem at hand, however, we divide the interval \([0, S_{\text{max}}]\) into two sub-domains. One sub-domain is to the left of the strike price with length \( K \) and the other one is on the right of the stock price and is of length \( S_{\text{max}} - K \). Subsequently, we match both sub-domains to the standard interval \([-1, 1]\) for spectral discretization as described in
Section 1.3.

In the implementation of the inverse Laplace transform, the number of terms in the summation (3.4.5) depends on the number of points $z_k$, $k = 0,...,M$. From section 1.3, we know that the conditioning error increases moderately and depends on $M$, therefore above a certain threshold number of points $z_k$ on the contour, the error starts to increase and eventually may become large enough to hinder the exponential accuracy one would normally observe. Though the optimal number of contour points may vary with the problem at hand, for the European options, we carry out different simulations by keeping the number grid points $N$ fixed and varying the number of these contour points $z_k$. For different values of $N$, we find that the optimal number of contour grid points vary from 20 to 30.

For numerical comparisons, we compute the maximum absolute errors using the formula

$$\max_{t \in [0,T]} |V(t) - V_M(t)|,$$

where $V(t)$ is the analytical solution and $V_M(t)$ is the numerical solution obtained by the two methods as indicated in tables 3.5.1 and 3.5.2. To compare the order of convergence for the finite difference and the spectral decomposition methods, we compute the solution for a set of typical parameter values: $K = 10; \sigma = 0.3; r = 0.05; T = 0.25$ and $S_{\text{max}} = 3K$. Also $M$ is the number of point on the contour, $N$ indicates the total number of grid points use in the discretization and time refers to computational time in seconds.

For simplicity, we use the following abbreviations in tables and graphs below. SDDM means the spectral domain decomposition method, FDM refers to the finite difference method, ILT refers to the Inverse Laplace transform whereas CN stands for Crank-Nicholson method.

Tables 3.5.1 and 3.5.2 show the convergence rate and computational time of the ILT and CN method for both SDDM and FDM methods. The computation are performed on the same set of parameters for comparison purposes. As expected, the ILT method
has a higher convergence rate than the CN. In both tables, we observe that 20 contour
g points z_k with the ILT method are sufficient to obtain higher accuracy than what we
can achieve with CN.

From tables 3.5.1 and 3.5.2, we can also observe that SDDM method converges
much faster than the FDM. In fact, the SDDM converges exponentially. Combination
of ILT and SDDM methods allow even more accurate results. For example, to attain
the error less than 10^{-5}, only 40 grid points in each sub-domain is required using SDDM
whereas FDM requires 700 grid points.

In Figure 3.5.2, we highlight the superiority of the SDDM method over FDM and
the spectral method without the decomposition. The SDDM displays a spectral con-
vergence, whereas FDM and the direct spectral method (without decomposition) both
display only second order accuracy. In Figure 3.5.3, we compare the convergence of the
proposed approach with the FDM and CN. This figure confirms the superior accuracy
of our approach.

To further corroborate the reliability of the ILT and SDDM method, we computed
the Greeks \( \Delta \) and \( \Gamma \). In figures 3.5.4 (left) and 3.5.5 (left), we see that the numerical
valuation of both \( \Delta \) and \( \Gamma \) is in agreement with their exact counterparts. This obser-
vation is demonstrated in figures 3.5.4 (right) and 3.5.5 (right) which show the spectral
accuracy obtained with the ILT method in the computation of these quantities.

### 3.6 Summary and discussions

We have investigated the use of the spectral domain decomposition method for the
discretization in asset direction (space) and the Inversion of the Laplace transform for
time integration for numerically solving the European option pricing problem.

For time integration of the discrete problem, we have investigated a numerical
method for inverting the Laplace transform based on the trapezoidal rule that approx-
imates the Bromwich integral. This approximation is based on the deformation of the
contour suggested by Talbot. For the problem in this chapter, we have used a parabolic
contour.

We compared our approach with the conventional finite difference and Crank-Nicholson methods. In all experiments, the Inverse Laplace transform method and spectral domain decomposition approach displayed better results, whereas the finite difference and Crank-Nicholson methods were only second order accurate. The same observation was made for the approximation of the Greeks, $\Delta$ and $\Gamma$.

In the next chapter, we extend the approach developed here to more complex problem of pricing options, namely, American.

Table 3.5.1: Numerical results obtained by using Crank-Nicholson and Inverse Laplace transform method for time and standard finite difference method for the spatial (asset) discretization using the parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{\text{max}} = 3K$.

<table>
<thead>
<tr>
<th>N</th>
<th>Time steps</th>
<th>Error</th>
<th>Time (s)</th>
<th>N</th>
<th>M</th>
<th>Error</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>100</td>
<td>4.13E-2</td>
<td>0.001</td>
<td>10</td>
<td>20</td>
<td>4.51E-2</td>
<td>0.004</td>
</tr>
<tr>
<td>70</td>
<td>200</td>
<td>2.00E-3</td>
<td>0.008</td>
<td>70</td>
<td>20</td>
<td>1.30E-3</td>
<td>0.006</td>
</tr>
<tr>
<td>250</td>
<td>280</td>
<td>1.72E-4</td>
<td>0.110</td>
<td>250</td>
<td>20</td>
<td>1.06E-4</td>
<td>0.022</td>
</tr>
<tr>
<td>400</td>
<td>400</td>
<td>1.22E-4</td>
<td>0.650</td>
<td>400</td>
<td>20</td>
<td>4.17E-5</td>
<td>0.109</td>
</tr>
<tr>
<td>700</td>
<td>600</td>
<td>8.20E-5</td>
<td>3.580</td>
<td>700</td>
<td>20</td>
<td>1.37E-5</td>
<td>0.262</td>
</tr>
<tr>
<td>1000</td>
<td>1000</td>
<td>4.94E-5</td>
<td>13.890</td>
<td>1000</td>
<td>20</td>
<td>6.73E-6</td>
<td>0.606</td>
</tr>
</tbody>
</table>

Table 3.5.2: Numerical results obtained by using Crank-Nicholson and Inverse Laplace transform method for time and Spectral domain decomposition method for the spatial (asset) discretization with two sub-domains and the parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{\text{max}} = 3K$.

<table>
<thead>
<tr>
<th>N</th>
<th>Time steps</th>
<th>Error</th>
<th>Time (s)</th>
<th>N</th>
<th>M</th>
<th>Error</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>50</td>
<td>1.27E-2</td>
<td>0.002</td>
<td>10</td>
<td>20</td>
<td>1.27E-2</td>
<td>0.004</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>1.20E-3</td>
<td>0.042</td>
<td>20</td>
<td>20</td>
<td>1.27E-2</td>
<td>0.004</td>
</tr>
<tr>
<td>40</td>
<td>200</td>
<td>6.17E-4</td>
<td>0.059</td>
<td>40</td>
<td>20</td>
<td>1.23E-5</td>
<td>0.005</td>
</tr>
<tr>
<td>50</td>
<td>400</td>
<td>3.09E-4</td>
<td>0.142</td>
<td>50</td>
<td>20</td>
<td>3.00E-7</td>
<td>0.007</td>
</tr>
<tr>
<td>60</td>
<td>800</td>
<td>1.54E-4</td>
<td>0.362</td>
<td>60</td>
<td>20</td>
<td>1.42E-8</td>
<td>0.009</td>
</tr>
<tr>
<td>80</td>
<td>1500</td>
<td>8.23E-5</td>
<td>1.062</td>
<td>80</td>
<td>20</td>
<td>2.64E-11</td>
<td>0.015</td>
</tr>
</tbody>
</table>
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Figure 3.5.1: Valuation of the European option using SDDM and ILT method using parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{\text{max}} = 3K$; and $N = 40$ in each of the two sub-domains.

Figure 3.5.2: Comparison of finite difference, standard spectral and spectral method based on the domain decomposition using the parameters $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{\text{max}} = 3K$. 
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Figure 3.5.3: Comparison of the ILT and CN methods with SDDM method for pricing European options using the parameters $K = 10$; $\sigma = 0.3$; $r = 0.05$; $T = 0.25$; $S_{\text{max}} = 3K$; and $N = 40$ in each sub-domain.

Figure 3.5.4: Left figure: results for $\Delta$ obtained by using the Inverse Laplace transform (ILT) and the exact formula; Right figure: maximum errors occurred during the computation of the $\Delta$. Computing parameters were taken as $K = 10$; $\sigma = 0.3$; $r = 0.05$; $T = 0.25$; $S_{\text{max}} = 3K$; and $N = 40$ in each sub-domain.
Figure 3.5.5: Left figure: results for $\Gamma$ obtained by using the Inverse Laplace transform (ILT) and the exact formula; Right figure: maximum errors occurred during the computation of $\Gamma$. Computing parameters were taken as $K = 10; \sigma = 0.3; r = 0.05; T = 0.25; S_{\text{max}} = 3K$; and $N = 40$ in each sub-domain.
Chapter 4

A robust Laplace transformed method for pricing American options

In this chapter, we present a robust numerical method to price American options based on the spectral method approximation of the solution and its derivatives in the asset (space) direction and the application of the Laplace transform for the discretization in time direction. Due to the non-smooth initial condition associated with the American options, we use spectral domain decomposition method to approximate the option price which is represented pointwise on a Chebyshev grid within each sub-domain. Furthermore, it is known that the early exercise associated with the American options leads to a free boundary problem. To avoid the computation of this unknown free boundary, we first solve the corresponding European put option and then use an updating procedure to evaluate the American put option. Our numerical results show that the proposed method is very competitive for the solution and the Greeks.

4.1 Introduction

Among the most popular derivatives, both standard and non-standard options are actively traded on different financial markets worldwide. Depending on the exercise possibility, the standard (plain vanilla) options can be classified into two main cate-
gories: the European and American options. European options can only be exercised at the expiration of the contract whereas the American options can be exercised at any time between the start date and the expiry date. This added freedom of exercise makes American options more attractive to investors than their European counterparts. However, this apparent freedom of exercise also adds the difficulty in pricing these type of options. Now, the option holder is faced with the dilemma of deciding when to exercise the option to ensure an optimal gain. For example, if at a specific time before the maturity date, the option is out-of-the money then the owner will not exercise. However, if the option is in-the-money, it may be beneficial for him/her to hold the option until a later time when the payoff might be bigger.

Like European options, American options can also be modeled by the Black-Scholes equation. However, the possibility of an early exercise for the American options translates the corresponding Black-Scholes PDE into a free (moving) boundary problem. On one side of the free boundary (known as the continuation region) it is optimal to hold the option. On the other side of the free boundary (known as the stopping region), it is optimal to exercise it. For a put (call) option, the stopping region is located on the left (right) of the free boundary whereas the continuation region is on the right (left). Therefore, determining the free boundary becomes a crucial part when one wishes to solve a problem of pricing American options.

Many researchers have attempted to solve these options analytically. Geske et al. [52] introduced a quasi-analytical solution which generates an approximative solution by restricting the early exercise at discrete times. Kwok and Wu [143] considered the transformation of the American option into a fixed boundary problem. The fixed boundary facilitates effective discretization of the resultant partial differential equation which was then solved by linear difference methods. The advantage of this method is that no embedded iteration is needed at each time step.

In his quest to solve the American options analytically, Zhu derived an exact and explicit solution of these options in [146]. However, the implementation of his approach is a complicated exercise. Firstly, the solution is written in a Taylor’s series
expansion form which converges slowly. Secondly, each term involves multiple integrals which must be solved numerically. This renders the evaluation of the exact solution impractical in most applications.

Due to the lack of reliable analytical solutions, the problem of pricing American options needs to be solved numerically. This has been the subject of intensive research in the last two decades. Brennan and Schwartz [16, 17] and Cox [31] were among the first to use numerical methods for solving these options. The former introduced implicit finite difference methods to account for the early exercise possibility of American options whereas the latter introduced binomial methods. Han and Wu in [58] introduced a fast numerical method based on finite difference approximations. Their idea was to transform the original problem into a standard forward diffusion equation over an infinite domain. The discretization of the boundary condition combined with finite difference methods allowed them to accurately value the options.

Another popular method for pricing American options is the front-fixing method of Nielsen et al. [104]. It consists of transforming the free boundary problem into a non-linear problem with fixed boundary. Similar to the front-fixing method is the front-tracking method which was also applied to the free boundary problem associated with American options as discussed in [68].

In [129], Tangman et al. considered a high order compact finite difference scheme. They used a grid stretching transformation in time combined with a modified Thomas algorithm based on the location of the free boundary. They showed that this strategy gives optimal results compared to those obtained in [23]. However, the grid-stretching strategy failed to produce high-order results. To circumvent this, they considered a front-fixing transformation to fix the boundary.

In [48, 104, 150], the authors developed a new approach known as the penalty method. In this approach, the free boundary problem is replaced by a fix boundary problem by adding a penalty term. The non-linear equation thus obtained is solved by some iterative solvers.

A pioneered work by Mallier and Alobaidi [95] gives an analysis of the application of
the method based on Laplace transform to price the European and American options. In this work, they proposed a redefinition of the Laplace transform formula to allow its application to American options. However, they failed to give a corresponding inversion formula to evaluate the solution after transforming the problem into the Laplace transform space.

In this chapter, we propose the use of a multi-domain spectral method for space discretization and the Laplace transform for time integration. The multi-domain spectral methods use the spectral method, based on rational interpolants, directly in each sub-domain to approximate the unknown solution. Matching conditions are imposed across the sub-domain to ensure the continuity of the solution and that of its first derivative. After the spatial discretization, the resulting semi-discrete problem is solved by the Laplace transform approach. To recover the solution, an inversion of the Laplace transform is performed with an updating procedure to obtain American option prices. Some other works related to the pricing of American options can be found in [6, 7, 20, 26, 43, 46, 85].

The rest of this chapter is organized as follows. In Section 4.2, we give a description of the model. Section 4.3 deals with the application of the Laplace transform to solve the semi-discrete problem. We also discuss the error analysis related to this approximation in this section. Numerical results are given in Section 4.4. Section 4.5 deals with summary and conclusion.

4.2 Description of the model problem

In this section, we formulate the American option problem known as a free boundary problem due to the possibility of an early exercise that characterizes this type of option.

Let $S$ be the underlying asset, $t$ the time, and $S_f$ the free boundary. As mentioned earlier, $S_f$ divides the region $(S, t)$ into two parts, the continuation region

$$\{(S, t) \in \mathbb{R}_+ \times [0, T] : V(S, t) > \max(K - S, 0)\},$$
which is the region where the option is suppose to be alive, and the stopping region which is the region where early exercise is advisable, and defined as

\[
\{(S,t) \in \mathbb{R}_+ \times [0,T] : V(S,t) = \max(K - S, 0)\}.
\]

The price of an American put option \(V(S,t)\) satisfies the following free boundary problem

\[
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0, \quad S > S_f(t), \quad 0 \leq t < T. \tag{4.2.1}
\]

The final condition is given by

\[
V(S,T) = \max(K - S, 0), \quad 0 \leq S \leq S_f(T) = S_0.
\]

On the free boundary \(S_f\), we have

\[
U \nabla V(S_f(t), t) \equiv K \neq S_f(t).
\]

To complete the system, we need the following additional conditions

\[
\begin{align*}
\frac{\partial V}{\partial S}(S_f(t), t) &= -1, \quad 0 \leq t \leq T, \\
\lim_{S \to \infty} V(S,t) &\to 0, \quad 0 \leq t \leq T, \\
V(S,t) &= E - S, \quad 0 \leq S \leq S_f(t), \\
S_f(T) &= E.
\end{align*}
\tag{4.2.2}
\]

The case when the asset pays a dividend with the rate \(\tilde{\delta}\), the analogous of (4.2.1) will
be
\[ \frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + \left( r - \tilde{\delta} \right) S \frac{\partial V}{\partial S} - r V = 0, \quad S > S_f(t), \quad 0 \leq t < T. \tag{4.2.3} \]

In the above, \( T \) is the maturity (expiry) date of the option, \( r \) is the interest rate, \( \sigma \) is the volatility of the underlying asset and \( K \) is the strike price. For a put option, the PDE satisfies the additional condition

\[ V(S, t) \geq \max(K - S_f(t), 0), \quad \text{for all } 0 \leq t \leq T, \quad S \geq 0. \]

This additional inequality follows from an arbitrage argument and the early exercise possibility of the option. For numerical applications, we set \( \tau = T - t \) to transform the backward formulation (4.2.1)-(4.2.2) to a forward equation formulation. In other words, we reformulate the final boundary value problem as an initial boundary value problem.

Having already applied the spectral decomposition method to the Black-Scholes equation in Chapter 3, we consider the discretization from section 3.3 for solving problem (4.2.1)-(4.2.2). To this end, we consider the semi-discrete equation

\[ \dot{V} = AV, \tag{4.2.4} \]

where \( V \) is the vector

\[ V = (V_0^\vartheta, \ldots, V_N^\vartheta, V_0^\chi, \ldots, V_N^\chi), \]

and

\[ A = B + C - rI, \]

where \( I \) is the identity, \( B \) and \( C \) are block diagonal matrices of \( B^{\vartheta,\chi} \) and \( C^{\vartheta,\chi} \), respectively obtained in section 3.3. After the discretization, the resulting ODE is solved using Laplace method as discussed in the next section.
4.3 Application of Laplace transform method to solve the semi-discrete problem

In this section, we consider the Laplace transform for integrating the parabolic problem (4.2.4) with an initial condition $V_0$ and where $A$ represents a parabolic operator with its eigenvalues located in a region $\Sigma_\delta = \{ z \in \mathbb{C} : |\arg(z)| < \delta, z \neq 0 \}$, for some $\delta \in (0, \pi/2)$. Furthermore, the resolvent $(zI - A)^{-1}$ of $A$ satisfies

$$
\| (zI - A)^{-1} \| \leq \frac{C}{1 + |z|}, \quad \text{for } z \in \mathbb{C} \setminus \Sigma_\delta,
$$

for some constant $C > 0$ independent of $z$. Note that, this implies that the function $V$ admits an holomorphic and bounded extension to a region containing $t \geq 0$, a familiar situation arising for example in the context of parabolic problems.

A direct application of the Laplace transform to (4.2.4) leads to

$$
(zI - A) \hat{V} = V_0,
$$

where $I$ is the identity matrix and $\hat{V}$ the Laplace transform of $V(\cdot, t)$ defined by

$$
\hat{V}(\cdot, z) = \int_0^\infty V(\cdot, t)e^{-zt}dt.
$$

The inverse is evaluated on a contour $\Gamma$ known as the Bromwich contour and is given by

$$
V(\cdot, t) = \frac{1}{2\pi i} \int_\Gamma e^{zt} \hat{V}(\cdot, z)dz, \quad t > 0.
$$

The contour $\Gamma$ is chosen such that it encloses all the singularities of $\hat{V}(\cdot, z)$.

Our numerical methods for inverting the Laplace transform is based on the method developed by Talbot [125] and uses the deformation of the Bromwich contour. The integral is then evaluated using the trapezoidal rule. Talbot’s idea was to deform the Bromwich line into a contour which starts and ends in the left half-plane. Such a
deformation of the contour is possible by the Cauchy’s integral theorem [123]. This theorem is applicable provided that all singularities of the transformed function \( \hat{V}(\cdot, z) \) are contained in the interior of the new contour and that \( |\hat{V}(\cdot, z)| \to 0 \) as \(|z| \to \infty \) in the half-plane [138]. Such contours are used in [93, 125, 138] all of which are of the form

\[
z = z(\ell), \quad -\infty < \ell < \infty,
\]

with the property that \( \text{Re} \, z \to -\infty \) as \( \ell \to \pm \infty \).

The efficiency of the Talbot approach depends on the choice of the contour, as well as the number of function evaluations in the trapezoidal rule. Simpler contours such as hyperbolas and parabolas are proposed in [93, 138]. These contours display better convergence rate than the original cotangent contour used by Talbot. In this chapter, we consider the hyperbola as the integration contour defined by

\[
z(\ell) = \tilde{\mu} \left( 1 + \sin (i\ell - \alpha) \right), \quad \ell \in \mathbb{R},
\]

where the real parameters \( \tilde{\mu} > 0 \) and \( 0 < \alpha < \pi/2 \) determine the geometry of the contour. The positive parameter \( \tilde{\mu} \) controls the width of the contour while \( \alpha \) determines its geometric shape, i.e., the asymptotic angle. On the contour (4.3.4) the inversion formula (4.3.3) can be rewritten as

\[
V(\cdot, t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{z(\ell)t} \hat{V}(\cdot, z(\ell)) z'(\ell) d\ell, \quad (4.3.5)
\]

where

\[
z'(\ell) = \tilde{\mu} i \cos (i\ell - \alpha).
\]

For \( h > 0 \) such that \( \ell_k = kh \), where \( k \) is an integer, the trapezoidal rule yields

\[
V(\cdot, t) \approx \frac{h}{2\pi i} \sum_{k=-\infty}^{\infty} e^{z(\ell_k)t} \hat{V}(\cdot, z(\ell_k)) z'(\ell_k), \quad (4.3.6)
\]

In practice, the infinite sum has to be truncated at a finite integer \( M \), in which case one
commits a truncation error as discussed below. Note that, because of the symmetry of the contour (4.3.4), (4.3.6) can be rewritten as

\[ V_M(\cdot, t) \approx \text{Re} \left\{ \frac{h}{\pi i} \sum_{k=0}^{M} \circ e^{z(\ell_k) t} \widehat{V}(\cdot, z(\ell_k)) z'(\ell_k) \right\}, \]  

(4.3.7)

where \( \circ \) indicates that the first term is divided by 2. The benefit of using (4.3.7) is that it reduces by half the summation (4.3.6) and subsequently the number of linear system to be evaluated in (4.3.1).

From (1.3.19), we observe that the optimal contour parameter depends on time \( t \). This means the evaluation of \( V(\cdot, t) \) in (4.3.7) is carried out on different contour for each \( t \) [138, 93]. For instance, to compute \( V(\cdot, t) \) for each \( t_j \), a new set of transforms \( \widehat{V}(\cdot, z(\ell_t)) \), for \( \ell = 0, 1, ..., M \) in (4.3.1) is computed on different contours. This in turn involve significant amount of work and there solving of matrix problem such as (4.3.7) can be inefficient and computationally expensive. To overcome this drawback, note that the same evaluation of \( \widehat{V}(\cdot, z(\ell)) \) for \( \ell = 0, 1, ..., M \) can be used in (4.3.7) at different \( t \). The transform \( \widehat{V}(\cdot, z(\ell)) \) can be computed once for the set of nodes for \( z(\ell), \ell = 0, 1, ..., M \) and then they are used to reconstruct the solution \( V(\cdot, t) \) for any \( t_1 \leq t \leq t_\ell \). In view of the problem that we are solving in this chapter, we discuss this topic in the next subsection.

### 4.3.1 Derivation of the optimal contour parameters

In this subsection we derive optimal parameters of the contour (4.3.4) when solving the American option pricing problem. To this end, we note that the computational effort in the evaluation of \( V_M(\cdot, t) \) in (4.3.6) comes from the evaluation of the Laplace transform in (4.3.1) for each \( z(\ell_k) \). Furthermore, we note that the evaluation of \( \widehat{V}(\cdot, t) \) in (4.3.1) is independent of time \( t \) and thus can be carried out once and subsequently use the same evaluation to approximate \( V_M(\cdot, t) \) at different time level over an interval \([t_0, \Lambda t_0]\) for an integer \( \Lambda \). Note that, various methods for finding an optimal contour
were developed in [93, 138]. In [138], the following convergence estimate for the family of hyperbolic contours (4.3.4) were derived

\[ E_d = \mathcal{O}(e^{-2\pi(\pi/2-\alpha)/h}), \quad E_{-d} = \mathcal{O}(e^{\tilde{\mu}t-2\pi\alpha/h}), \quad h \to 0. \]  

(4.3.8)

Therefore, the total discretization error on the strip \((-d, d)\), denoted by \(E_r\), is given by

\[ E_r = E_d + E_{-d}. \]

Moreover, the truncation error that we found satisfies

\[ E_t = \mathcal{O}(e^{\tilde{\mu}(1-\sin \alpha \cosh(hM))}), \quad M \to \infty. \]  

(4.3.9)

To obtain an optimal contour parameter, we argue as follows: first note that only the second equation in (4.3.8) and the equation (4.3.9) are time dependent. On one hand, the error \(E_t\) decreases when \(t\) increases and thus is maximum at \(t_0\). To see this, we consider \(\alpha \in (\pi/4, \pi/2)\) which implies that the inequality \(1/\sqrt{2} < \sin \alpha < 1\) holds. For \(M \to \infty\), multiplication of both side of the inequality by \(\cosh(hM)\) yields

\[ \frac{\cosh(hM)}{\sqrt{2}} < \sin \alpha \cosh(hM) < \cosh(hM). \]

Since \(\cosh(hM)/\sqrt{2} > 1\) for sufficiently large \(M\), we get

\[ 1 - \sin \alpha \cosh(hM) < 0 \quad \text{for a fixed} \ h \neq 0 \quad \text{and} \quad M \to \infty. \]

On the other hand, the discretization error \(E_{-d}\) increases with \(t\), and attains its maximum at \(t = \Lambda t_0\).

To estimate the optimal parameters on the contour \([t_0, \Lambda t_0]\), an asymptotic balance of the three errors at their maximum, i.e., \(E_t, E_d, E_{-d}\) is required. To this end, we set

\[ -2\pi (\pi/2-\alpha)/h = \tilde{\mu} \Lambda t_0 - 2\pi\alpha/h = \tilde{\mu}t_0 \left(1 - \sin \alpha \cosh(hM)\right). \]  

(4.3.10)
We solve these equations for \( \tilde{\mu} \) and \( h \). From the first equation we have

\[
\tilde{\mu}h = \frac{4\alpha \pi - \pi^2}{\Lambda t_0}.
\]  
(4.3.11)

The last equation in (4.3.10) together with (4.3.11) yields

\[
\cosh(hM) = \frac{(\pi - 2\alpha) \Lambda - \pi + 4\alpha}{(4\alpha - \pi) \sin \alpha},
\]

From this it follows that

\[
A(\alpha) = hM = \cosh^{-1}\left(\frac{(\pi - 2\alpha) \Lambda - \pi + 4\alpha}{(4\alpha - \pi) \sin \alpha}\right).
\]  
(4.3.12)

Therefore, we obtain

\[
h = \frac{A(\alpha)}{M}
\]  
(4.3.13)

and

\[
\tilde{\mu} = \frac{4\alpha \pi - \pi^2}{h \Lambda t_0} = \frac{4\alpha \pi - \pi^2}{A(\alpha) \Lambda t_0}.
\]  
(4.3.14)

The contour parameters (4.3.13) and (4.3.14) are fixed and time independent. As a result, the corresponding contour (4.3.4) is also fixed over the interval \([t_0, \Lambda t_0]\). From the parameters derived above, the error is

\[
E_M = \mathcal{O}(e^{-B(\alpha)M}),
\]  
(4.3.15)

where

\[
B(\alpha) = \frac{\pi^2 - 2\pi \alpha}{\cosh^{-1}\left(\frac{(\pi - 2\alpha) \Lambda + 4\alpha - \pi}{(4\alpha - \pi) \sin \alpha}\right)}.
\]  
(4.3.16)

The optimal error is obtained when \( B(\alpha) \) attains its maximum for each value of \( \Lambda \). In our computations, we choose \( \Lambda = 50 \) and obtained optimal parameters as listed in Table 4.3.1. To obtain the solution for the American option pricing problem, we use the updating procedure which we discuss below.
Table 4.3.1: Optimal parameters of the contour (4.3.4) for \( \Lambda = 50 \).

<table>
<thead>
<tr>
<th>( \Lambda )</th>
<th>( \alpha )</th>
<th>( A(\alpha) )</th>
<th>( \mu M_0/M )</th>
<th>( B(\alpha) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.9381</td>
<td>5.5582</td>
<td>0.3452</td>
<td>0.7152</td>
</tr>
</tbody>
</table>

Updating procedure for American options

In this section we describe the updating procedure to compute the American option from its European counterpart. We know that American options valuation can be treated as a moving boundary value problem and require solving the unknown free boundary \( S_f \) simultaneously with the option \( V(S, \tau) \). In this chapter we follow on the work from [67], where instead of solving the free boundary problem, the valuation of the American put options is carried out using the updating procedure. To this end, the authors in [67] solved the following problem

\[
\begin{align*}
\frac{\partial V}{\partial \tau} &= \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV, & S > S_f(\tau), \\
V(S, \tau) &= \max\{V(S, \tau), V(S, 0)\}, & S < S_f(\tau).
\end{align*}
\]

(4.3.17)

The region \( S < S_f(\tau) \) corresponds to where the American options need to be exercised to attain an optimal value \( V(S, \tau) \). The difficulty associated with solving (4.3.17) is related to the location of the unknown free boundary \( S_f(\tau) \). However, to satisfy this early optimal exercise for the valuation of the American put option, we simply update the solution of the corresponding European put option at each time level as

\[
V = \max\{V, K - S\}.
\]

(4.3.18)

This makes the valuation of the American options relatively simple. Note that from the physical point of view, the difference between pricing the American options and the European options is that the propagation process has an effect of moving the unknown free boundary \( S_f(\tau) \). This places an additional restriction at any time \( \tau \) on the solution.
that its value must be at least $V(S, 0) = K - S$.

### 4.4 Numerical results

In this section, we illustrate the performance of the inverse Laplace transform with updating (ILTU) procedure and the spectral domain decomposition method (SDDM) for solving the American option pricing problem (4.2.1)-(4.2.2). We also evaluate the $\Delta$ and $\Gamma$ of this option.

To apply the SDDM, we split the domain into two sub-domains consisting of equal number of grid points, with the domain boundary placed at the strike price $K$ where the initial condition is non-smooth. For numerical illustration of our approach, as a reference solution of the American option pricing, we use the fast and rapidly convergent Fast Fourier transform method for Lévy process (FFT) [78] using a very large number of point. In Tables 4.4.1 and 4.4.2, we present the values of the American put option obtained by using our ILTU approach and those obtained in [129] by using the operator splitting method (OS), and the optimal compact algorithm (OCA). The first column gives the values of the asset price $S$, whereas the second column contains the reference solution. In Table 4.4.1, we present the results for American options on a non-dividend paying asset whereas those obtained on a dividend paying assets (with dividend rate $\tilde{\delta}$ as 0.05) are presented in Table 4.4.2. The other parameters used in the simulations are $T = 0.25$; $K = 100$; $r = 0.05$; $\sigma = 0.20$; $S_{\text{max}} = 3K$.

For numerical comparison, we compute the maximum absolute errors using the formula

$$
\max_{\tau \in [0,T]} |V(\cdot, \tau) - V_M(\cdot, \tau)|,
$$

where $V(\cdot, \tau)$ and $V_M(\cdot, \tau)$ represent the reference solution and the numerical solution, respectively, at time $\tau$. Here we consider the parameters: $T = 0.25$; $K = 100$; $r = 0.05$; $\sigma = 0.3$; $S_{\text{max}} = 3K$. We show the performance of our method in Figure 4.4.1. In Figure 4.4.1 (left), we can observe the good agreement between the reference solution and the
numerical solution obtained by using our approach. This is further confirmed in Figure 4.4.1 (right) where we display the error on the log scale. From this figure, we observe that the error reaches its maximum around the strike price.

Note that the payoff given by

\[ V(S,0) = \max(K - S, 0), \]

for put option, is an indicator to the option holder as to when he/she can potentially exercise the option. The option will be in-the-money if the payoff is greater than zero, that is if \( K > S \). In Figure 4.4.1, the option is clearly in-the-money for all the values of \( S \) from 1 to 100. As the option holder will never desire to lose money by exercising, an option will never have a value less than zero. If the option is out-of-money, the holder can only lose at most the premium. The more an option will be in-the-money, the greater will be the gain. If \( S = K \), the option is at-the-money and if \( K < S \), the option is out-of-the-money that is the case for values of \( S \) after 100 up to \( S_{\text{max}} \).

To further corroborate the applicability of our approach, we also calculate the Greeks \( \Delta \) and \( \Gamma \) of the option. The Greeks measure the sensitivity of the option to its dependent parameters and variation in asset prices. The \( \Delta \) is the ratio comparing the change in the underlying asset to the corresponding change in the price of the option, and \( \Gamma \) measures the rate of change of \( \Delta \) with respect to the asset price \( S \).

In each sub-domain the \( \Delta \) and \( \Gamma \) are computed as

\[
\begin{align*}
\Delta_{\vartheta,\chi} &= \frac{2}{d\vartheta,\chi} DV_{\vartheta,\chi}, \\
\Gamma_{\vartheta,\chi} &= \frac{2}{d\vartheta,\chi} D\Delta_{\vartheta,\chi}.
\end{align*}
\]

Figures 4.4.2 (left) and (right) show the values of \( \Delta \) and \( \Gamma \), respectively. We see that the \( \Delta \) of the put is always negative, therefore the value of the put decreases when the asset price \( S \) increases. Moreover, \( \Gamma \) is positive and becomes zero when it is away from
$K$, but become more and more peaked at $K$ as is expected theoretically.

Table 4.4.1: Values of the American put options on a non-dividend paying asset using the OS (Operator Splitting), OCA (Optimal Compact Algorithm), and our ILTU approach.

<table>
<thead>
<tr>
<th>$S$</th>
<th>Reference Solution</th>
<th>OS [129]</th>
<th>OCA [129]</th>
<th>ILTU</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>20.0000</td>
<td>20.000</td>
<td>20.0000</td>
<td>20.0000</td>
</tr>
<tr>
<td>90</td>
<td>10.6660</td>
<td>10.6656</td>
<td>10.6660</td>
<td>10.6658</td>
</tr>
<tr>
<td>100</td>
<td>4.6556</td>
<td>4.6548</td>
<td>4.6555</td>
<td>4.6554</td>
</tr>
<tr>
<td>110</td>
<td>1.6680</td>
<td>1.6674</td>
<td>1.6679</td>
<td>1.6679</td>
</tr>
<tr>
<td>120</td>
<td>0.4976</td>
<td>0.4974</td>
<td>0.4975</td>
<td>0.4976</td>
</tr>
</tbody>
</table>

Table 4.4.2: Values of the American put options on a dividend paying asset using the OS (Operator Splitting), OCA (Optimal Compact Algorithm), and our ILTU approach.

<table>
<thead>
<tr>
<th>$S$</th>
<th>Reference Solution</th>
<th>OS [129]</th>
<th>OCA [129]</th>
<th>ILTU</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>20.2577</td>
<td>20.2579</td>
<td>20.2578</td>
<td>20.2576</td>
</tr>
<tr>
<td>90</td>
<td>12.5979</td>
<td>12.5977</td>
<td>12.5979</td>
<td>12.5981</td>
</tr>
<tr>
<td>100</td>
<td>7.2770</td>
<td>7.2766</td>
<td>7.2769</td>
<td>7.27690</td>
</tr>
<tr>
<td>110</td>
<td>3.9229</td>
<td>3.9225</td>
<td>3.9228</td>
<td>3.9231</td>
</tr>
<tr>
<td>120</td>
<td>1.9907</td>
<td>1.9904</td>
<td>1.9906</td>
<td>1.9901</td>
</tr>
</tbody>
</table>

Figure 4.4.1: Left figure: Values of the American put option; Right figure: maximum errors using our ILTU approach using parameters $K = 100$; $\sigma = 0.3$; $r = 0.05$; $T = 0.25$; $S_{\text{max}} = 3K$; and $N = 50$ in each of the two sub-domains.
4.5 Summary and discussions

In this chapter, we have presented a new approach to price American options on a single asset. Our approach consisted of the spectral domain decomposition method (SDDM) as a spatial discretization method and the inverse Laplace transform with an updating procedure (ILTU) method as a time integrator.

The free boundary condition in the evaluation of the American option usually constitutes the major difficulty for solving this type of options. To avoid the computation of this unknown free boundary, we first solved the European put option using the Laplace transform method and then used an updating procedure to evaluate the American option. This makes the valuation of the American option easy to implement. As can be seen from Figures 4.4.1 and 4.4.2, the proposed approach gave very accurate results of the solution and that of the Greeks $\Delta$ and $\Gamma$. We also noticed that the SDDM gave very accurate results and therefore in next chapter, we extend this approach to solve a jump-diffusion model for pricing European options.
Chapter 5

Contour integral method for pricing European options with jumps

In this chapter, we develop an efficient method for pricing European options with jump on a single asset. Our approach is based on the combination of two powerful numerical methods, the spectral domain decomposition method and the Laplace transform method. The domain decomposition method, divides the original domain into sub-domains where the solution is approximated by using piecewise high order rational interpolants on a Chebyshev grid points. This set of points are suitable for the approximation of the convolution integral using Gauss-Legendre quadrature method. The resulting discrete problem is solved by the numerical inverse Laplace transform using the Bromwich contour integral approach. Through rigorous error analysis, we determine the optimal contour on which the integral is evaluated. The numerical results obtained are compared with those obtained from conventional methods such as Crank-Nicholson and finite difference. The new approach exhibits spectrally accurate results for the evaluation of options and associated Greeks. The proposed method is very efficient in the sense that we can achieve higher order accuracy on a coarse grid, whereas traditional methods would required significantly more time-steps and large number of grid points.
5.1 Introduction

In a general framework of the Black-Scholes model, the underlying stock price asset follows a geometric Brownian motion process and has a continuous sample path defined by

\[
dS = \mu dt + \sigma dW_t. \tag{5.1.1}
\]

Here \( S \) represents the underlying stock price at time \( t \). It is assumed that the associated sample path is continuous. The constants \( \mu \) and \( \sigma \) represent the expected return on the stock and the volatility of the return respectively; \( dW_t \) is the standard Brownian motion or a Wiener process. The Black-Scholes model predicts that the stock price \( S \) follows a log-normal distribution at any future time \( t \), i.e.,

\[
S(t) = S_0 e^{((\mu - \frac{\sigma^2}{2})t + \sigma W_t)},
\]

The continuity of the sample path indicates that the stock price can only change by a small amount in a short interval. However, the reality on the stock market is different. Jumps are regularly observed in the discrete movement of the stock price \( S(t) \). This movement cannot be captured by the log-normal distribution characteristic of the stock price in the Black-Scholes setting and therefore an alternative model which addresses this shortcoming is necessary.

A number of models have been proposed in the literature that more appropriately describe the movement of the stock price in the market. Among these, the jump-diffusion model proposed in [100] by Merton is one of the most widely used model. In this framework, the Brownian motion observed in the Black-Scholes model is combined with a Poisson distribution which models the jump discontinuities that normally occur on the market place. For the jump-diffusion model, the movement of the stock price is therefore modeled by the following stochastic differential equation (SDE)

\[
\frac{dS}{S} = (\mu - \lambda \kappa)dt + \sigma dW_t + dq. \tag{5.1.2}
\]
As in the previous model, $\sigma$ represents the volatility, $\mu$ is the instantaneous expected return on the stock, and $\lambda$ is the intensity of the poisson process (or the jump arrival rate), $dW_t$ is the increment of the Brownian motion process, $\kappa = E(\eta - 1)$, where $E$ is the expectation and $\eta - 1$ is the impulse producing the jump from $S$ to $S\eta$ if a Poisson event occurs and $dq$ is the independent Poisson process defined by

$$dq = \begin{cases} 
0 & \text{with probability } 1 - \lambda dt, \\
1 & \text{with probability } \lambda dt.
\end{cases}$$

Using the Itô formula, we rewrite the SDE (5.1.2) as the following partial integro-differential equation (PIDE):

$$\frac{\partial V}{\partial t} = \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + (r - \lambda \kappa) S \frac{\partial V}{\partial S} - (r + \lambda) V + \lambda \int_0^\infty V(S\eta) \psi(\eta) d\eta. \tag{5.1.3}$$

In the above, $V(S,t)$ is the value of the option depending on the underlying stock price $S$ at any given time $t$, $T$ is the expiry date, $r$ is the risk-free interest rate ($r \geq 0$), $\lambda$ is the intensity of the Poisson process ($\lambda > 0$), $\kappa$ is the expected jump size, $t$ is the current time, $\psi(\eta)$ is the probability function of the jump amplitude $\eta$, where $\psi(\eta) \geq 0$, for all $\eta$, and is defined by

$$\psi(\eta) = e^{-\frac{(\log \eta - \mu)^2}{2\gamma^2}}. \tag{5.1.4}$$

Note that $\int_0^\infty \psi(\eta) d\eta = 1$, and when $\lambda = 0$ in (5.1.3), we recover the standard Black-Scholes partial differential equation.

For European options, Merton [100] derived formula for European call and put but for most exotic options under jump-diffusion models, no closed-form solutions exist and one needs to find numerical solutions for the partial integro-differential equations that arise. However, the convolution integral in (5.1.3) add to the difficulty of finding efficient numerical solutions. Commonly used finite difference methods (FDMs) hardly attain higher order accuracy [3]. Typical quadrature rules such as the trapezoidal and Simpson’s rules are of low order accurate as compared to Gaussian quadrature method.
However, the later is expensive to implement since it requires the interpolation to match the Chebyshev grid point with those of the FDMs. To reduce the computational cost in solving the convolution integral term, Fast Fourier Transform (FFT) was used in [3, 150].

Tangman et al. [126] proposed a different approach in combining the central difference method and the exponential time differencing (ETD) scheme to solve (5.1.3). The ETD method was proved as very effective and gave second order accuracy.

Spectral method are attractive for their exponential convergence rate. This presents an advantage for a direct computation of the convolution integral by a high order Gauss quadrature method. However the high rate of convergence of the spectral method is only guaranteed for smooth solution, a condition which is not fulfilled for the jump-diffusion model (5.1.3) which has a non-smooth initial condition.

To overcome this situation, one might consider using a spectral element approach. This is the approach followed in [148] where the PIDE (5.1.3) is solved and the resulting discrete ODE is integrated in time by the Crank-Nicholson method. This resulted in spectrally accurate results in space and second order accuracy in time. The exponential results are partly due to the successful approximation of the integral term by Gauss quadrature rule. However, the application of the spectral element involved successive approximation of different integrals generated by the weak form and hence computationally expensive.

In this chapter, we propose the use of a multi-domain spectral method. This method uses the spectral method directly in each sub-domains. Matching conditions are imposed to ensure the continuity of the solution and that of its first derivative. After this spatial discretization, the resulting system of ODEs is solved by the Laplace transformation. To recover the solution, an inversion of the Laplace transform solution is then performed using the Talbot’s method [125] which is based on the application of trapezoidal rule to approximate a Bromwich integral.

The rest of this chapter is organized as follows. In Section 5.2, we give a description of the jump-diffusion model and derive formula for the resolution of the convolution
integral. In Section 5.3, we describe the spectral domain decomposition method for the differential part as well as the integral part. The later is computed by the Gauss-Legendre quadrature. Section 5.4 deals with the application of the Laplace transform to solve the semi-discrete problem. Section 5.5 contains the numerical results of our approach with more conventional methods such as Crank-Nicholson for time integration and finite difference for space discretization. Summary and conclusion are given in Section 5.6.

5.2 Description of the model problem

We consider the PIDE (5.1.3) and apply the change of the variable \( s = \log(S/K) \) and \( \eta = e^y \). This gives

\[
\frac{\partial V}{\partial t} = \frac{1}{2} \sigma^2 \frac{\partial^2 V}{\partial s^2} + \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) \frac{\partial V}{\partial s} - (r + \lambda)V + \lambda \int_{-\infty}^{\infty} V(s + y)\tilde{\psi}(y)dy. \tag{5.2.1}
\]

In the above, \( V(s + y) \equiv V(t, s + y) \), i.e., \( V \) is a function of \( t \) and variables \( s \) and \( y \), with \( s \in (-\infty, \infty) \) and \( \sigma > 0 \) is the volatility, \( r \geq 0 \) is the risk-free interest rate, \( \lambda > 0 \) is the intensity of the Poisson process (or the jump). The jump probability density function is

\[
\tilde{\psi}(y) = \frac{e^{-\frac{(y-\mu)^2}{2\gamma}}}{\sqrt{2\pi\gamma}},
\]

while the expected jump size \( \kappa \) is

\[
\kappa = e^{\mu + \frac{\gamma^2}{2} - 1}.
\]
Let $\Omega = [s_{\text{min}}, s_{\text{max}}]$ be the truncated interval and $\Omega^c = \mathbb{R}\setminus[s_{\text{min}}, s_{\text{max}}]$ its complement in $\mathbb{R}$. To facilitate the computation of the integral part, we note that

$$
\int_{-\infty}^{\infty} V(y) \tilde{\psi}(y-s)dy = \int_{-\infty}^{\infty} V(s+y)\tilde{\psi}(y)dy,
$$

$$
= \int_{-s_{\text{min}}}^{s_{\text{max}}} V(s+y)\tilde{\psi}(y)dy + \int_{\Omega^c} V(s+y)\tilde{\psi}(y)dy,
$$

where

$$
\int_{\Omega^c} V(s+y)\tilde{\psi}(y)dy = \int_{s_{\text{min}}}^{-\infty} V(s+y)\tilde{\psi}(y)dy + \int_{s_{\text{max}}}^{\infty} V(s+y)\tilde{\psi}(y)dy.
$$

For a European style put option, the boundary condition

$$
V(0,t) = Ke^{-rt}
$$

is changed to

$$
V(s,t) = Ke^{-rt}, \quad s \to -\infty,
$$

and

$$
V(S,t) = 0, \quad S \to \infty \quad \text{becomes} \quad V(s,t) = 0, \quad s \to \infty.
$$

Using these boundary conditions, and setting $w = (y-s-\mu)/\sigma$ so that $dw = dy/\sigma$, we obtain the following outer integral from (5.2.2):

$$
\int_{\Omega^c} V(s+y)\tilde{\psi}(y)dy = \int_{s_{\text{min}}}^{s_{\text{max}}} V(s+y)\tilde{\psi}(y)dy
$$

$$
= Ke^{-rt} \int_{-\infty}^{s_{\text{max}}} \frac{e^{-\frac{(y-s-\mu)^2}{2\sigma^2}}}{\sqrt{2\pi\sigma}} dy
$$

$$
= Ke^{-rt} \int_{-\infty}^{s_{\text{max}}-s-\mu} \frac{e^{-\frac{w^2}{2}}}{\sqrt{2\pi}} dw
$$

$$
= Ke^{-rt} \Phi \left( \frac{s_{\text{min}} - s - \mu}{\sigma} \right),
$$
where $\Phi(\cdot)$ is the normal cumulative distribution function.

For a European style call option, we observe that boundary condition

$$ V(0, t) = 0 \quad \text{is changed to} \quad V(s, t) = 0, \quad s \rightarrow -\infty, \quad (5.2.5) $$

and

$$ V(S, t) \rightarrow S - Ke^{-rt}, \quad S \rightarrow \infty \quad \text{becomes} \quad V(s, t) \rightarrow Ke^s - Ke^{-rt}, \quad s \rightarrow \infty. \quad (5.2.6) $$

Again setting $w = (y - s - \mu)/\sigma$ and $dw = dy/\sigma$, the outer integral in (5.2.2) leads to

$$ \int_{\omega_c} V(s + y) \tilde{\psi}(y) dy = K \int_{s_{\max}}^{\infty} e^y \tilde{\psi}(y - s) dy - Ke^{-rt} \int_{s_{\max}}^{\infty} \tilde{\psi}(y - s) dy $$

$$ = K \int_{s_{\max}}^{\infty} e^y \frac{e^{\frac{(y-s-\mu)^2}{2\sigma^2}}}{\sigma \sqrt{2\pi}} dy - Ke^{-rt} \int_{s_{\max}}^{\infty} \frac{e^{\frac{(y-s-\mu)^2}{2\sigma^2}}}{\sigma \sqrt{2\pi}} dy $$

$$ = Ke^{s+\mu} \sqrt{2\pi} \int_{s_{\max}}^{\infty} e^{-\frac{w^2}{2}} dw - Ke^{-rt} \sqrt{2\pi} \int_{s_{\max}}^{\infty} e^{-\frac{w^2}{2}} dw $$

$$ = Ke^{s+\mu} \frac{e^{\frac{w^2}{2}}}{\sqrt{2\pi}} \int_{-\infty}^{-s_{\max} + \mu} e^{-\frac{w^2}{2}} dw - Ke^{-rt} \frac{e^{\frac{w^2}{2}}}{\sqrt{2\pi}} \int_{-\infty}^{-s_{\max} + \mu} e^{-\frac{w^2}{2}} dw $$

$$ = Ke^{s+\mu} \frac{e^{\frac{w^2}{2}}}{\sqrt{2\pi}} \Phi \left( \frac{s - s_{\max} + \mu + \sigma^2}{\sigma} \right) - Ke^{-rt} \Phi \left( \frac{s - s_{\max} + \mu}{\sigma} \right). $$

In the next section, we use the spectral domain decomposition method (SDDM) to discretize the jump-diffusion model (5.1.3).
5.3 Spectral discretization

As mentioned earlier, the spectral methods are often more efficient than finite difference and classical finite element methods. However, the exponential convergence rate of spectral method is strictly dependent on the smoothness of the unknown function. Option pricing problems involve PDEs with initial conditions that are non-smooth. Therefore, direct application of a spectral method to the solution of such equations usually lead to a low order approximation.

To resolved this problem, we propose the spectral domain decomposition method (SDDM). In the spectral domain decomposition approach, the domain $s \in [s_{\text{min}}, s_{\text{max}}]$ is divided into sub-domains. For the problem at hand, we need to divide the domain in two sub-domains, with the transition point as the strike price. To represent the solution in each sub-domain, we choose to approximate the solution by a linear rational interpolants for their improved stability properties compared to the polynomial interpolant [11, 130].

5.3.1 Spectral domain decomposition method based on rational interpolants

Domain decomposition is a discretization technique for solving differential equations whereby the computational domain is divided into a number of smaller sub-domains. The equation is then solved on each sub-domain with matching conditions enforced at the interface (or transition point $K$) to ensure the continuity of the solution and that of it first derivative across the sub-domains. In the context of spectral methods on an interval, this means that rather than using a single global polynomial on the entire domain, polynomials of different order may be used on each subinterval. However in this work, rather than using polynomial interpolants for spectral methods, we will consider the more stable linear rational interpolants. For further discussion on these types of interpolants, readers are referred to [11, 130].
Rational interpolants

Rational interpolants are more convenient for the problem at hands. The rational approximation of a function \( u(\xi) \) at the Chebyshev points \( \xi_k \), for \( k = 0, 1, \ldots, N \), is given by

\[
 u_N(\xi) = \frac{\sum_{k=0}^{N} w_k u(\xi_k)}{\sum_{k=0}^{N} w_k \xi - \xi_k},
\]

where \( w_k \), for \( k = 0, 1, \ldots, N \), are the barycentric weights defined as \( w_0 = 1/2 \), \( w_N = (-1)^N/2 \), and \( w_k = (-1)^k \), \( k = 1, \ldots, N-1 \). The Chebyshev points are defined as

\[
 \xi_k = \cos \left( \frac{k\pi}{N} \right), \quad k = 0, 1, \ldots, N.
\]

As for the spectral polynomial method, the \( m^{th} \) order differentiation matrix associated with the rational interpolant (5.3.1) is given by

\[
 u_N^{(m)}(\xi_k) = \sum_{k=0}^{N} \frac{d^m u(\xi_k)}{d\xi^m} \left( \sum_{k=0}^{N} \frac{w_k}{\xi - \xi_k} \frac{u(\xi_k)}{\sum_{k=0}^{N} w_k} \right),
\]

\[
 = \sum_{k=0}^{N} D^{(m)}_{jk} u(\xi_k),
\]

where \( D^{(m)}_{jk} \) are the entries of the differentiation matrix of order \( m \). Formulae of the first and second order are given by (3.3.15) and (3.3.16), respectively.

We apply the rational interpolant along with the domain decomposition method (as described below) to solve the jump-diffusion call option (5.2.1), (5.2.5)-(5.2.6).
Discretization of the jump-diffusion model

We split the domain into two sub-domains at the point of discontinuity, and apply Chebyshev spatial discretization to reduce the problem to a set of coupled ordinary differential equations in time. Since the function is smooth on each sub-interval including the point of discontinuity, a spectral accuracy can be regained provided that appropriate matching conditions are set across the point of discontinuity.

Since the initial condition is non-smooth at the strike price, we split the interval \([s_{\text{min}}, s_{\text{max}}]\) at 0 into two sub-intervals: \(\vartheta = [s_{\text{min}}, 0]\) and \(\chi = [0, s_{\text{max}}]\) of lengths \(d^\vartheta = s_{\text{min}}\) and \(d^\chi = s_{\text{max}}\), respectively. To apply the Chebyshev discretization, we map each sub-domain to the reference element \([-1, 1]\) by the linear transformation

\[
s^{\vartheta, \chi}(\xi) = \begin{cases} 
\frac{d^\vartheta}{2}(1 - \xi), & s \in [s_{\text{min}}, 0], \\
\frac{d^\chi}{2}(\xi + 1), & s \in [0, s_{\text{max}}].
\end{cases}
\] (5.3.4)

The linear transformation to its derivative leads to

\[
ds^{\vartheta, \chi}(\xi) = \begin{cases} 
\frac{-d^\vartheta}{2}d\xi, & s \in [s_{\text{min}}, 0], \\
\frac{d^\chi}{2}d\xi, & s \in [0, s_{\text{max}}].
\end{cases}
\] (5.3.5)

Thus

\[
\frac{\partial}{\partial s} \equiv \frac{\partial}{\partial \xi} \frac{\partial \xi}{\partial s} \equiv \begin{cases} 
\frac{-2}{d^\vartheta} \frac{\partial}{\partial \xi} & s \in [s_{\text{min}}, 0], \\
\frac{2}{d^\chi} \frac{\partial}{\partial \xi} & s \in [0, s_{\text{max}}].
\end{cases}
\] (5.3.6)

In the following, we use the spectral domain decomposition method to the model problem (5.2.1) subject to the boundaries (5.2.5)-(5.2.6). To keep the expressions simple, we first discretize the differential part of (5.2.1) and thereafter the integral part.
On each sub-domains \( \vartheta \) and \( \chi \), the differential part of (5.1.3) is discretized as

\[
\frac{\partial V^{\vartheta}}{\partial \tau} = \frac{2}{(d^{\vartheta})^2} \sigma^2 \frac{\partial^2 V^{\vartheta}}{\partial \xi^2} - \frac{2}{d^{\vartheta}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) \frac{\partial V^{\vartheta}}{\partial \xi} - \left( r + \lambda \right) V^{\vartheta},
\]

and

\[
\frac{\partial V^{\vartheta}}{\partial \tau} = \frac{2}{(d^{\vartheta})^2} \sigma^2 \frac{\partial^2 V^{\vartheta}}{\partial \xi^2} - \frac{2}{d^{\vartheta}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) \frac{\partial V^{\vartheta}}{\partial \xi} - \left( r + \lambda \right) V^{\vartheta}.
\]

In matrix form, we have

\[
\dot{V}^{\vartheta} = \frac{2}{(d^{\vartheta})^2} \sigma^2 D^{(2)} V^{\vartheta} - \frac{2}{d^{\vartheta}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) D^{(1)} V^{\vartheta} - \left( r + \lambda \right) V^{\vartheta},
\]

and

\[
\dot{V}^{\chi} = \frac{2}{(d^{\chi})^2} \sigma^2 D^{(2)} V^{\chi} - \frac{2}{d^{\chi}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) D^{(2)} V^{\chi} - \left( r + \lambda \right) V^{\chi}.
\]

Here \( \dot{V}^{\vartheta, \chi} \) is the derivative of \( V \) with respect to \( \tau \) in the sub-domains \( \vartheta \) and \( \chi \), respectively. Note that the derivatives of the same order from both sub-domains would be different if rational interpolants of different order are chosen in each sub-domain.

The above equations imply

\[
\dot{V}^{\vartheta, \chi} = B^{\vartheta, \chi} V^{\vartheta, \chi},
\]

where

\[
B^{\vartheta, \chi} = \frac{2}{(d^{\vartheta, \chi})^2} \sigma^2 D^{(2)} - \frac{2}{d^{\vartheta, \chi}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) D^{(1)} - \left( r + \lambda \right) I^{\vartheta, \chi},
\]

and \( I^{\vartheta, \chi} \) is the \((N + 1) \times (N + 1)\) identity matrix.

Now we consider the approximation of the integral part in (5.1.3). We know that
for a call option the indefinite integral gives

\[
\int_{-\infty}^{\infty} V(s + y) \tilde{\psi}(y) dy = \int_{s_{\min}}^{s_{\max}} V(y) \tilde{\psi}(y - s) dy + Ke^{s + \mu + \frac{\sigma^2}{2}} \Phi \left( \frac{s - s_{\max} + \mu}{\sigma} \right) \\
+ Ke^{-rt} \Phi \left( \frac{s - s_{\max} + \mu}{\sigma} \right) .
\] (5.3.12)

Hence we need only to discretize the integral on the right of the equation. For simplicity, we consider the same number of grid points in each sub-domains \( \vartheta \) and \( \chi \). This gives

\[
\int_{s_{\min}}^{s_{\max}} V(z) \tilde{\psi}(z - s) dz = \int_{0}^{s_{\min}} V(z^\vartheta) \tilde{\psi}^\vartheta(z^\vartheta - s) dz + \int_{s_{\min}}^{s_{\max}} V(z^\chi) \tilde{\psi}^\chi(z^\chi - s) dz
\]

\[= H^\vartheta + H^\chi. \] (5.3.13)

Mapping the two intervals \([s_{\min}, 0]\) and \([0, s_{\max}]\) to the standard element \([-1,1]\) by the linear transformation

\[
z^{\vartheta, \chi}(\xi) = \begin{cases} \\
\frac{d^\vartheta}{2} (1 - \xi), & z^\vartheta \in [s_{\min}, 0], \\
\frac{d^\chi}{2} (\xi + 1), & z^\chi \in [0, s_{\max}], 
\end{cases}
\]

we obtain

\[
H^\vartheta = -\frac{s_{\min}}{2} \int_{-1}^{1} V(z^\vartheta) \tilde{\psi}^\vartheta(z^\vartheta - s) dz^\vartheta, \] (5.3.14)

and

\[
H^\chi = \frac{s_{\max}}{2} \int_{-1}^{1} V(z^\chi) \tilde{\psi}^\chi(z^\chi - s) dz^\chi. \] (5.3.15)

Finally since the grid points are Chebyshev, a well suited approximation method to evaluate integrals \(H^\vartheta\) and \(H^\chi\) is the Gauss-Legendre quadrature rule, which converges
geometrically ([132]). Making use of this rule in each sub-domain, the two terms on the right hand side of (5.3.13) given by (5.3.14) and (5.3.15) are approximated as

\[ H^{\vartheta} = -\frac{s_{\text{min}}}{2} \sum_{k=0}^{N} V(z^{\vartheta}) \tilde{\psi}^{\vartheta}(z^{\vartheta} - s) \varpi_k, \]  

(5.3.16)

and

\[ H^{\chi} = \frac{s_{\text{max}}}{2} \sum_{k=0}^{N} V(z^{\chi}) \tilde{\psi}^{\chi}(z^{\chi} - s) \varpi_k, \]  

(5.3.17)

where \( \varpi_k \), for \( k = 0, 1, ..., N \) denotes the Gauss-Legendre quadrature weights.

On the sub-domain \( \vartheta \), the discretization of the differential and integral parts yields

\[ \dot{V}^{\vartheta} = \frac{2}{(d^{\vartheta})^2} \sigma^2 D^{(2)} V^{\vartheta} + \frac{2}{d^{\vartheta}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) D^{(1)} V^{\vartheta} \]

\[ - (r + \lambda) V^{\vartheta} - s_{\text{min}} \sum_{k=0}^{N} V(z^{\vartheta}) \tilde{\psi}^{\vartheta}(z^{\vartheta} - s) \varpi_k, \]  

(5.3.18)

whereas on the sub-domain \( \chi \) we have

\[ \dot{V}^{\chi} = \frac{2}{(d^{\chi})^2} \sigma^2 D^{(2)} V^{\chi} - \frac{2}{d^{\chi}} \left( r - \lambda \kappa - \frac{\sigma^2}{2} \right) D^{(1)} V^{\chi} \]

\[ - (r + \lambda) V^{\chi} + s_{\text{max}} \sum_{k=0}^{N} V(z^{\chi}) \tilde{\psi}^{\chi}(z^{\chi} - s) \varpi_k. \]  

(5.3.19)

Upon simplification, (5.3.18) and (5.3.19) give

\[ \dot{V}^{\vartheta} = B^{\vartheta} V^{\vartheta} + \lambda H^{\vartheta} V^{\vartheta}, \quad \text{and} \quad \dot{V}^{\chi} = B^{\chi} V^{\chi} + \lambda H^{\chi} V^{\chi}. \]  

(5.3.20)

To impose the boundary conditions, we substitute the first and last equations from the first and second sub-domains, respectively, by the boundary conditions (5.2.3)-(5.2.4). Furthermore, to ensure the continuity of the solution and that of its first derivatives at the interface, we impose matching conditions across the point of discontinuity, i.e.,
at $s = 0$,

$$V^* = V_N^\theta = V_0^\chi,$$

and

$$\frac{\partial V_N^\theta}{\partial \xi} = \frac{\partial V_0^\chi}{\partial \xi}.$$ 

The first matching condition leads to

$$2\dot{V}^* = \left[ (B^\theta + \lambda H^\theta) V_N^\theta \right] + \left[ (B^\chi + \lambda H^\chi) V_0^\chi \right]. \quad (5.3.21)$$

From the second condition above we have

$$\frac{2}{d^\theta} \left( D^{(1)} V_N^\theta \right) - \frac{2}{d^\chi} \left( D^{(1)} V_0^\chi \right) = 0. \quad (5.3.22)$$

Finally, the discrete approximation of the jump-diffusion model (5.2.1) is obtained by combining the approximations from the two sub-domains with boundary and matching conditions included into a global system. This gives

$$\dot{V} = (B + \lambda H)V + \epsilon_1(s) - \epsilon_2(s)e^{-rt}, \quad (5.3.23)$$

where $V$ is the vector

$$V = [V_0^\theta, \ldots, V_N^\theta, V_0^\chi, \ldots, V_N^\chi],$$

$B, H$ are block matrices of $B^\theta,\chi$ and $H^\theta,\chi$ respectively; and

$$\epsilon_1(s) = \lambda K e^{s\mu + \sigma^2} \Phi \left( \frac{s - s_{\text{max}} + \mu + \sigma^2}{\sigma} \right),$$

and

$$\epsilon_2(s) = \lambda K e^{-rt} \Phi \left( \frac{s - s_{\text{max}} + \mu}{\sigma} \right).$$

After this discretization, the resulting system of ODEs is solved by using the Laplace transform approach which we discuss in the next section.
5.4 Application of Laplace transform method to the jump-diffusion model

In the Laplace domain, equation (5.3.23) becomes

$$z\hat{V} - V_0 = (B + \lambda H)\hat{V} + \frac{\epsilon_1(s)}{z} - \frac{\epsilon_2(s)}{z + r},$$  \hspace{1cm} (5.4.1)

where $\hat{V}$ is the unknown solution in this domain. The boundary conditions are given as

$$\begin{align*}
\hat{V}(0, z) &= 0, \\
\hat{V}(s_{\text{max}}, z) &= Ke^{s_{\text{max}}z} - \frac{K}{z+r}.
\end{align*}$$  \hspace{1cm} (5.4.2)

From (5.4.1), we deduce

$$[zI - (B + \lambda H)]\hat{V} = V_0 + \frac{\epsilon_1(s)}{z} - \frac{\epsilon_2(s)}{z + r}.$$  \hspace{1cm} (5.4.3)

Application of the inversion formula (4.3.5) yields

$$V(t) = \frac{h}{2\pi i} \int_{-\infty}^{\infty} e^{z(t)}\hat{V}z'(t)dl.$$  \hspace{1cm} (5.4.4)

Using the trapezoidal rule (4.3.6) truncated at $M$ and the symmetry of the contour (1.2.5), we obtain the value of the option as

$$V_M(t) = \text{Re} \left\{ \frac{h}{\pi} \sum_{k=0}^{M} e^{z_k t} \hat{V}_k \hat{z}'_k \right\},$$  \hspace{1cm} (5.4.5)

where $^\circ$ indicates that the first term is divided by 2 and the vector $\hat{V}_k$ is solved for each $k$ as

$$\hat{V}_k = [z_k I - (B + \lambda H)]^{-1} \left( V_0 + \frac{\epsilon_1(s)}{z_k} - \frac{\epsilon_2(s)}{z_k + r} \right), \hspace{1cm} k = 0, 1, \ldots, M.$$  \hspace{1cm} (5.4.6)
In the next section, we present some numerical results illustrating the proposed method.

## 5.5 Numerical results

In this section we illustrate the performance of our Laplace inversion method (ILT) and the spectral domain decomposition method (SDDM) in solving the European jump-diffusion model. We also evaluate the $\Delta$ and $\Gamma$ of this option.

To apply the SDDM, we split the domain into two sub-domains consisting of equal number of grid points, with the domain boundary placed at 0 where the initial condition is non-smooth. For numerical illustration of our approach, we consider the European jump-diffusion model with the following parameters $K = 10; \sigma = 0.2; \lambda = 0.1; \gamma = 0.3; \mu = 0; r = 0.02; T = 0.25$ and truncated domain $s_{\text{min}} = -3$ and $s_{\text{max}} = 1.5$.

For numerical comparison, we consider the computational time and the maximum absolute errors which is calculated using the formula

$$\max_{t \in [0, T]} |V(t) - V_N(t)|, \quad (5.5.1)$$

where $V(t)$ is the analytical solution and $V_N(t)$ is the numerical solution at time $t$.

Though the number of contour points may vary with the problem at hand, for the European option, we carry out different simulations by keeping the number of grid points $N$ fixed and varying the number of points on the contour. For different value of $N$, we found that the optimal number of contour grid points varies from 20 to 30.

Table 5.5.1 displays the numerical results obtained by using the Crank-Nicholson (CN) and the ILT method for time integration and the Finite difference method (FDM) for spatial discretization. The numerical results obtained by using CN and ILT methods for time integration and SDDM for spatial discretization are presented in Table 5.5.2. The computations are performed for the same set of parameters except that different grids are used for the comparison purpose. The ILT method is clearly more accurate than the CN for both the finite difference and spectral domain decomposition methods.
discretizations. For example, for 180 grid points we get an order of accuracy of $10^{-3}$ in 0.144 second and 150 time step using CN, whereas we obtain an order of accuracy of $10^{-4}$ in 0.061 second and 20 contour points using the ILT method in Table 5.5.1. Table 5.5.2 displays improve results compared to those from Table 5.5.1 for both ILT and CN methods as the number of spatial points is significantly fewer for the SDDM method to get the same level of accuracy than FDM. This illustrates the superiority of the SDDM over FDM.

Tables 5.5.1 and 5.5.2 also show the computational time taken by both approaches. We see that the ILT and SDDM methods are faster than the CN and FDM methods respectively. Furthermore, from Table 5.5.2 we note that despite computing block matrices in the SDDM as opposed to the computation of sparse matrices in the FDM discretization, the advantage of the SDDM is that the number of grid points $N$ is usually smaller to achieve higher order at a faster speed.

In Figure 5.5.1 (left) we have plotted the numerical and exact solution of the European jump-diffusion problem. To illustrate the effect of the jump, we also plotted the solution of the Black-Scholes equation without jump. Figure 5.5.1 (right) shows the graphical accuracy of the numerical solution for $N=50$ in each sub-domains.

Figures 5.5.2 (left) and 5.5.3 (left) show the numerical values of $\Delta$ and $\Gamma$ respectively with and without jump. We also plot exact values of these Greeks. The convergence error observed in figures 5.5.2 (right) and 5.5.3 (right) demonstrates exponential accuracy of the proposed method.

### 5.6 Summary and discussions

We have presented a new approach to price European options with jump. Our approach consisted of the inverse Laplace transform (ILT) method as a time integrator and the spectral domain decomposition method (SDDM) as a spatial discretization method.

The SDDM uses piecewise high order linear rational interpolants represented point-wise on a Chebyshev grid points in each sub-domain. The choice of the decomposition
Table 5.5.1: Numerical results obtained by using Crank-Nicholson and Inverse Laplace transform method for time and standard finite difference method for the spatial (asset) discretization; M number of points on the contour and using the parameters $K = 10; \sigma = 0.2; \lambda = 0.1; \gamma = 0.3; \mu = 0; r = 0.02; T = 0.25; x_{\text{min}} = -2, x_{\text{max}} = 1.5$.

<table>
<thead>
<tr>
<th>N</th>
<th>Time steps</th>
<th>Error</th>
<th>Time(s)</th>
<th>N</th>
<th>M</th>
<th>Error</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>50</td>
<td>1.40E-2</td>
<td>0.013</td>
<td>40</td>
<td>20</td>
<td>1.04E-2</td>
<td>0.012</td>
</tr>
<tr>
<td>90</td>
<td>60</td>
<td>4.60E-3</td>
<td>0.027</td>
<td>90</td>
<td>20</td>
<td>2.80E-3</td>
<td>0.022</td>
</tr>
<tr>
<td>180</td>
<td>150</td>
<td>1.50E-3</td>
<td>0.144</td>
<td>180</td>
<td>20</td>
<td>6.86E-4</td>
<td>0.061</td>
</tr>
<tr>
<td>650</td>
<td>340</td>
<td>3.14E-4</td>
<td>5.240</td>
<td>650</td>
<td>20</td>
<td>1.25E-5</td>
<td>1.083</td>
</tr>
<tr>
<td>900</td>
<td>650</td>
<td>3.60E-4</td>
<td>22.355</td>
<td>900</td>
<td>20</td>
<td>2.66E-5</td>
<td>2.473</td>
</tr>
</tbody>
</table>

Table 5.5.2: Numerical results obtained by using Crank-Nicholson and Inverse Laplace transform method for time and spectral domain decomposition method for the spatial (asset) discretization; M the number of points on the contour and using the parameters $K = 10; \sigma = 0.2; \lambda = 0.1; \gamma = 0.3; \mu = 0; r = 0.02; T = 0.25; x_{\text{min}} = -2, x_{\text{max}} = 1.5$.

<table>
<thead>
<tr>
<th>N</th>
<th>Time steps</th>
<th>Error</th>
<th>Time(s)</th>
<th>N</th>
<th>M</th>
<th>Error</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>200</td>
<td>2.490E-1</td>
<td>0.049</td>
<td>5</td>
<td>20</td>
<td>6.20E-1</td>
<td>0.047</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>6.300E-2</td>
<td>0.050</td>
<td>20</td>
<td>20</td>
<td>1.30E-3</td>
<td>0.054</td>
</tr>
<tr>
<td>20</td>
<td>300</td>
<td>1.300E-3</td>
<td>0.076</td>
<td>20</td>
<td>20</td>
<td>1.30E-3</td>
<td>0.048</td>
</tr>
<tr>
<td>35</td>
<td>380</td>
<td>1.310E-4</td>
<td>0.120</td>
<td>35</td>
<td>20</td>
<td>1.31E-5</td>
<td>0.062</td>
</tr>
<tr>
<td>50</td>
<td>400</td>
<td>1.240E-4</td>
<td>0.177</td>
<td>50</td>
<td>20</td>
<td>2.68E-8</td>
<td>0.071</td>
</tr>
<tr>
<td>70</td>
<td>650</td>
<td>7.650E-5</td>
<td>0.315</td>
<td>70</td>
<td>20</td>
<td>3.19E-10</td>
<td>0.084</td>
</tr>
</tbody>
</table>

The proposed approach was motivated by the need to obtain high accuracy results since a direct application of spectral method (without decomposition) is not well suited to the non-smooth initial condition of the PIDE. To approximate the convolution integral that represents the jump process, we used the same grid points as for the differential part, i.e., the Chebyshev grid points.

We compared both the ILT and SDD methods with the Crank-Nicholson method and finite difference discretizations. The proposed approach is exponentially convergent in space and time, with the further advantage that it computes the solution at a particular time level directly and thus no time stepping is required. Spectral accuracy is observed not only in the evaluation of the option but also in the valuation of the Greeks.
Figure 5.5.1: Left figure: Inverse Laplace transform (ILT) solution of the European call option with jump, without jump and the exact solution; Right figure: maximum errors occurred during the evaluation of the European call option with jump using Inverse Laplace transform (ILT). The domain was divided into two sub-domains, and other computing parameters were taken as $K = 10; \sigma = 0.2; r = 0.02; \gamma = 0.2; \lambda = 0.5, \mu = 0; T = 0.25; x_{\text{max}} = 1.5, x_{\text{min}} = -3; N = 50$ in each sub-domain.

Figure 5.5.2: Left figure: Inverse Laplace transform (ILT) approximation of the $\Delta$ with jump, without jump and the exact solution; Right figure: maximum errors occurred during the computation of $\Delta$. Computing parameters were taken as $K = 10; \sigma = 0.2; r = 0.02; \gamma = 0.2; \lambda = 0.5, \mu = 0; T = 0.25; x_{\text{max}} = 1.5, x_{\text{min}} = -3; N = 50$ in each sub-domain.

$\Delta$ and $\Gamma$. Moreover, the computational time taken by this method is significantly less as compared to the one taken by CN and FDM.
Figure 5.5.3: Left figure: Inverse Laplace transform (ILT) approximation of the $\Gamma$ with jump, without jump and the exact solution; Right figure: maximum errors occurred during the computation of $\Gamma$. Computing parameters were taken as $K = 10$; $\sigma = 0.2$; $r = 0.02$; $\gamma = 0.2$; $\lambda = 0.5$, $\mu = 0$; $T = 0.25$; $x_{\text{max}} = 1.5$, $x_{\text{min}} = -3$; $N = 50$ in each sub-domain.

The numerical results presented here suggest that the spectral domain decomposition method is very robust for pricing financial derivatives. We further extend this approach to solve the problems of pricing barrier options in the next chapter.
Chapter 6

Pricing barrier options using a Laplace transform approach

In this chapter, we consider two types of exotic options, namely a single barrier European down-and-out call and a double barrier European knock-out call options. Like some other standard and non-standard options, these barrier options also have non-smooth payoffs at the exercise price. This non-smooth payoff is the main cause of the reduction in accuracy when the classical numerical methods, for example, lattice method, Monte Carlo method or other methods based on finite difference and finite elements are used to solve such problems. In fact, the same happens when one uses the spectral method which are known to be exponentially accurate. In order to retain this high order accuracy, in this chapter we propose a spectral decomposition method which approximates the unknown solution by rational interpolants on each sub-domain. The resulting semi-discrete problem is solve by a contour integral method. Our numerical results affirm that the proposed approach is very robust and gives very reliable results.

6.1 Introduction

Barrier options are a class of exotic options that are traded in over-the-counter markets worldwide. These options are particularly attractive for their lower cost compared to
vanilla options and the market for these options has been expanding rapidly over the
last two decades [133]. They are characterized by the dependence of their payoffs on the
path of the underlying asset throughout their life time. When the asset price reaches
a specified barrier level, these options are either exercisable (activated) in which case
they are called knock-in options or they expire (extinguish) in which case they are
called knock-out options.

Both knock-in and knock-out options are divided into down and up options de-
dpending on the level of the asset price compared to the barrier level. On one hand,
knock-out options are either up-and-out or down-and-out. The up-and-out options
can be exercised unless the asset price reaches the barrier level from below and the
down-and-out options are exercisable until the asset price reaches the barrier level
from above. Knock-in options are also classified as the up-and-in and down-and-in
knock-in-options. The up-and-in options are exercisable if the asset reaches the barrier
level from below whereas the down-and-in options can be exercised only if the asset
price reaches the barrier from above the barrier level.

An important issue of pricing barrier options is whether the barrier crossing is
monitored in continuous time or in discrete time. A continuously monitored option
is an option which is monitored constantly between the current and the final time
$T$ at maturity of the option. A discretely monitored option is only monitored at
discrete time $t_1 < t_2 <, ..., < t_N < T$. On the market, barrier options are mostly
discretely monitored. Analytical solutions of these options are expressed in terms
of an $m$-dimensional integral over the $m$-dimensional multivariate normal distribution.
However the computation of the multivariate normal distribution is compromised when
$m > 5$ (where $m$ is the number of monitored points) [87], and thus one has to resort
to numerical methods for practical implementation [18, 44, 87]. We prefer to solve the
options that are monitored continuously under the Black-Scholes framework because
they give their holders more flexibility in exercising.

In [151], Zvan et al. took advantage of the higher order implicit methods to success-
fully price a variety of barrier option problems. Their approach used a fine grid around
the location of the barrier. Fang and Oosterlee [41] considered the Fourier-based numerical method for American and barrier options. They obtained exponential results. This approach was extended in [42] to Bermudan and Barrier options under the Heston stochastic volatility model. The two-dimensional pricing problem was dealt with by a combination of a Fourier cosine series expansion in one dimension and high-order quadrature rules in the other dimension. Error analysis and experiments confirmed a fast error convergence.

A radial basis approach with Crank-Nicholson discretization in time was proposed in [55] for pricing barrier, European as well as Asian options. Recently a high-order accurate implicit finite-difference method to price various types of barrier options was applied in [103]. This approach was used for both the discretely and continuously monitored options. The scheme was also applied to the analysis of Greeks such as $\Delta$ and $\Gamma$ of the option.

In [103], Ndongmo and Ntwiga used the fourth order $\theta$-method for the continuously and discretely monitored options. To refine grid points in regions of interest, they used a coordinate transformation. The strength of their approach lies on a probability-based optimal determination of the boundary conditions, along with the option values. The authors in [24] developed a robust method for both continuously and discretely monitored barrier options. The method is based on the method-of-line and can evaluate the solution of the option price problem and its Greeks very accurately. Furthermore, this approach efficiently handles standard barrier options and barrier options with early exercise feature.

In this chapter, we propose a multi-domain spectral method and the Laplace transformed method. The multi-domain method uses spectral method directly in each sub-domains. Appropriate matching conditions are imposed at the interface of the sub-domains to ensure the continuity of the solution and that of its first derivative. After the spatial discretization, the resulting semi-discrete problem is solved by a contour integral method. Some other works related to numerical methods on exotic options pricing can be found in [8, 22, 30, 49, 105, 108, 111, 114, 115, 116, 117, 118].
The remainder of the chapter is structured as follows. Section 6.2 outlines the model problem. In Section 6.3, we describe the application of the Laplace transform to solve the semi-discrete problem. Numerical results are presented in Section 6.4. In Section 6.5, we give summary and conclusion.

### 6.2 Description of the model problem

We assume that the asset satisfies the following stochastic differential equation

$$\frac{dS}{S} = \mu dt + \sigma dW_t,$$  \hspace{1cm} (6.2.1)

where $\mu$ is a constant representing the drift rate, $\sigma$ is the volatility of the underlying asset, and $dW_t$ is a Wiener process with mean zero and variance $dt$. Under the Itô process, the following Black-Scholes partial differential equation for the valuation of an option $V$ arises

$$\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0.$$  \hspace{1cm} (6.2.2)

Here $t$ is the current time at which the option $V(S, t)$ is valued before the expiration of the option at time $T$. For numerical computation, we set $\tau = T - t$ and rewrite (6.2.2) to a convenient form as follows

$$\frac{\partial V}{\partial \tau} = \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV,$$  \hspace{1cm} (6.2.3)

with the boundary, initial and barrier conditions given as follows:

- For single barrier down-and-out call, the boundary conditions are

$$V(0, \tau) = 0, \quad V(S_{\text{max}}, \tau) = S_{\text{max}} - Ke^{-r \tau},$$  \hspace{1cm} (6.2.4)
whereas the barrier constraint is

\[
V(S, \tau) = \begin{cases} 
0, & S \leq X \text{ and } 0 \leq \tau \leq T, \\
V(S, \tau), & \text{otherwise.}
\end{cases}
\]  

(6.2.5)

The initial condition is given by

\[
V(S, 0) = \begin{cases} 
0, & S \leq X, \\
S - K, & \text{otherwise.}
\end{cases}
\]  

(6.2.6)

Here, \(X\) is barrier level, \(K\) is the strike price, and \(S_{\text{max}}\) is chosen sufficiently large.

- For double barrier knock-out call, the boundary conditions are

\[
V(0, \tau) = 0, \quad V(S_{\text{max}}, \tau) = 0,
\]  

(6.2.7)

and barrier constraint are given by

\[
V(S, \tau) = \begin{cases} 
0, & S \leq X_1 \text{ or } S \geq X_2 \text{ and } 0 \leq \tau \leq T, \\
V(S, \tau), & \text{otherwise.}
\end{cases}
\]  

(6.2.8)

The initial condition is given by

\[
V(S, 0) = \begin{cases} 
0, & S \leq X_1, \\
S - E, & X_1 \leq S \leq X_2, \\
0, & S \geq X_2.
\end{cases}
\]  

(6.2.9)
Here, $X_1$ and $X_2$ represent the lower and upper level barriers respectively, $K$ is the strike price, and $S_{\text{max}}$ is chosen sufficiently large.

We use the spectral approach with the domain decomposition method from section 3.3 for the discretization of (6.2.3). The final ODE system with boundary conditions included is given by the following global system

$$\dot{V} = AV. \tag{6.2.10}$$

Here $V$ is the vector

$$V = (V_0^\vartheta, \ldots, V_N^\vartheta, V_0^\chi, \ldots, V_N^\chi),$$

and

$$A = B + C - \tau I,$$

where $I$ is the identity, $B$ and $C$ are block diagonal matrices of $B^\vartheta\chi$ and $C^\vartheta\chi$, respectively obtained in section 3.3. After the discretization, the resulting semi-discrete problem is solved using the Laplace method as discussed in the next section.

### 6.3 Application of Laplace transform method to solve the semi-discrete problem

In this section, we consider the Laplace transform for integrating the parabolic problem (6.2.10) with an initial condition $V_0$ and where $A$ is a parabolic operator with its eigenvalues located in a region $\Sigma_\delta = \{z \in \mathbb{C} : |\arg(z)| < \delta, z \neq 0\}$, for some $\delta \in (0, \pi/2)$. Furthermore, the resolvent $(zI - A)^{-1}$ of $A$ satisfies

$$\|(zI - A)^{-1}\| \leq \frac{C}{1 + |z|}, \quad \text{for } z \in \mathbb{C} \setminus \Sigma_\delta,$$

for some constant $C > 0$ independent of $z$. Note that, this implies that the function $V$ admits an holomorphic and bounded extension to a region containing $t \geq 0$, a familiar
A direct application of the Laplace transform to (6.2.10) leads to

\[(zI - A)\hat{V} = V_0,\]  

(6.3.1)

where \(I\) is the identity matrix and \(\hat{V}\) the Laplace transform of \(V(\cdot, t)\) defined by

\[\hat{V}(\cdot, z) = \int_0^{\infty} V(\cdot, t)e^{-zt}dt.\]  

(6.3.2)

The inverse is evaluated on a contour \(\Gamma\) known as the Bromwich contour as

\[V(\cdot, t) = \frac{1}{2\pi i} \int_{\Gamma} e^{zt}\hat{V}(\cdot, z)dz, \quad t > 0.\]  

(6.3.3)

The contour \(\Gamma\) is chosen such that it encloses all the singularities of \(\hat{V}(\cdot, z)\). The integral is then evaluated using the trapezoidal rule. Talbot’s idea was to deform the Bromwich line into a contour which starts and ends in the left half-plane. Such a deformation of the contour is possible by the Cauchy’s integral theorem [123]. Cauchy’s theorem is applicable provided that all singularities of the transformed function \(\hat{V}(\cdot, z)\) are contained in the interior of the new contour and that \(\left|\hat{V}(\cdot, z)\right| \to 0\) as \(|z| \to \infty\) in the half-plane [138]. Such contours are used in [93, 125, 138] all of which are of the form

\[z = z(\ell), \quad -\infty < \ell < \infty,\]

with the property that \(\text{Re}\ z \to -\infty\) as \(\ell \to \pm\infty\).

In this chapter, we consider the hyperbola as the integration contour defined by

\[z(\ell) = \tilde{\mu}(1 + \sin(i\ell - \alpha)), \quad \ell \in \mathbb{R},\]  

(6.3.4)

where the real parameters \(\tilde{\mu} > 0\) and \(0 < \alpha < \pi/2\) determine the geometry of the contour. The positive parameter \(\tilde{\mu}\) controls the width of the contour while \(\alpha\) determines
its geometric shape, i.e., the asymptotic angle. On the contour (6.3.4) the inversion formula (6.3.3) can be rewritten as

\[ V(\cdot, t) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} e^{z(\ell)t} \hat{V}(\cdot, z(\ell)) z'(\ell) d\ell, \quad (6.3.5) \]

where

\[ z'(\ell) = \tilde{\mu} i \cos (i\ell - \alpha). \]

For \( h > 0 \) such that \( \ell_k = kh \), where \( k \) is an integer, the trapezoidal rule can then be expressed by

\[ V(\cdot, t) \approx \frac{h}{2\pi i} \sum_{k=-\infty}^{\infty} e^{z(\ell_k)t} \hat{V}(\cdot, z(\ell_k)) z'(\ell_k). \quad (6.3.6) \]

In practice, the infinite sum has to be truncated at a finite integer \( M \), in which case one commits a truncation error as discussed below. Note that because of the symmetry of the contour (6.3.4), (6.3.6) can be rewritten as

\[ V_M(\cdot, t) \approx \text{Re} \left\{ \frac{h}{\pi i} \sum_{k=0}^{M} e^{z(\ell_k)t} \hat{V}(\cdot, z(\ell_k)) z'(\ell_k) \right\}. \quad (6.3.7) \]

where ‘\( \circ \)’ indicates that the first term is divided by 2. The benefit of using (6.3.7) is that it reduces by half the summation (6.3.6) and subsequently the number of linear system to be evaluated in (6.3.1).

Below we discuss the numerical results obtained by using the proposed approach.

### 6.4 Numerical results

In this section, we present some numerical results which show the performance of our approach for single and double barrier options. As an example of a single barrier option, we consider the European down-and-out options whereas for double barrier option, we consider the knock-out call options.

In Table 6.4.1, we present the values of a down-and-out call option obtained by
using the inverse Laplace transform combined with the finite difference method (ILT-FDM); Crank-Nicholson method (CN); and our Laplace transform method combined with spectral decomposition method (ILT-SDDM). Furthermore, we list the errors in the solutions obtained by these three methods. The first column gives the values of the asset whereas the second column contains the values of the exact solution. The next three columns represent the solutions obtained by above three methods and then the remaining columns show the errors. The other parameters used in the simulations are $K = 10$, $\sigma = 0.2$, $r = 0.02$, $\tau = 0.5$ and $X = 9$. We see that the errors obtained by the proposed approach is very small.

Figure 6.4.1 (top) shows the graphs of the exact and numerical solution of the European down-and-out option price and that of the computed solution using the ILT-SDDM. We have also computed the $\Delta$ and $\Gamma$ as shown in the bottom left and bottom right plots of this figure. The convergence results obtained by CN, ILT-FDM and ILT-SDDM methods are presented in Figure 6.4.2 (top). In this figure we also present errors for $\Delta$ (bottom left) and $\Gamma$ (bottom right) obtained by using our ILT-SDDM. We use the same parameters as those used for the results presented in Table 6.4.1.

In Table 6.4.2, we show the results obtained for two barriers $X_1$ and $X_2$. In this experiment we solve the problem for asset price ranging from $S_{\min} = 90$ to $S_{\max} = 115$. The barriers are applied at $X_1 = 95$ and $X_2 = 110$. Other parameters are $K = 100$, $\sigma = 0.25$, $r = 0.05$, $\tau = 0.25$. The table includes results obtained by using our ILT-SDDM, and by using Crank-Nicholson (CN) and Crank-Nicholson improved (CN-improved) presented in [133]. We also list the errors in the solutions obtained by these methods. As reference solutions at the barriers, we use the values 0.0969796 at $X_1$ and 0.081481 at $X_2$ as obtained in [133]. The results confirm that the proposed approach outperforms the other methods mention here.

Figure 6.4.3 shows the graphs that we obtained by using the ILT-SDDM to price double barrier options for the set of parameters used for the computation of results presented in Table 6.4.2. The top figure shows the value of the option where the bottom figures show its $\Delta$ (left) and $\Gamma$ (right).
It is clear from all the tabular results and graphs that the proposed method is very competitive.

Table 6.4.1: Values of the European single barrier down-and-out options using the CN, ILT-FDM and our ILT-SDDM. Parameters values are $K = 10$, $\sigma = 0.2$, $r = 0.02$, $\tau = 0.5$ and $X = 9$.

<table>
<thead>
<tr>
<th>S</th>
<th>Exact sol.</th>
<th>CN</th>
<th>ILT-FDM</th>
<th>ILT-SDDM</th>
<th>Error (CN)</th>
<th>Error (ILT-FDM)</th>
<th>Error (ILT-SDDM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>9</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>11</td>
<td>1.294595</td>
<td>1.294595</td>
<td>1.294595</td>
<td>1.294595</td>
<td>8.6E-4</td>
<td>1.9E-5</td>
<td>2.2E-13</td>
</tr>
<tr>
<td>13</td>
<td>3.116046</td>
<td>3.116046</td>
<td>3.116046</td>
<td>3.116046</td>
<td>7.0E-5</td>
<td>1.8E-5</td>
<td>1.8E-13</td>
</tr>
<tr>
<td>15</td>
<td>5.100318</td>
<td>5.100318</td>
<td>5.100318</td>
<td>5.100318</td>
<td>2.8E-5</td>
<td>5.1E-5</td>
<td>3.8E-13</td>
</tr>
<tr>
<td>17</td>
<td>7.099529</td>
<td>7.099529</td>
<td>7.099529</td>
<td>7.099529</td>
<td>3.3E-5</td>
<td>5.6E-6</td>
<td>6.7E-13</td>
</tr>
</tbody>
</table>

Table 6.4.2: Values of the European double barrier knock-out options using the CN, CN-improved, and our ILT-SDDM. Parameters values are $K = 100$; $\sigma = 0.25$; $r = 0.05$; $T = 0.5$; $X_1 = 95$; and $X_2 = 110$.

<table>
<thead>
<tr>
<th>Value at</th>
<th>Reference sol.</th>
<th>CN [133]</th>
<th>CN-improved [133]</th>
<th>ILT-SDDM</th>
<th>Error (CN)</th>
<th>Error (CN-improved)</th>
<th>Error (ILT-SDDM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1$</td>
<td>0.096979</td>
<td>-0.094017</td>
<td>0.095002</td>
<td>0.096979</td>
<td>1.90E-1</td>
<td>3.10E-5</td>
<td>9.20E-8</td>
</tr>
<tr>
<td>$X_2$</td>
<td>0.081481</td>
<td>-0.099154</td>
<td>0.081503</td>
<td>0.081481</td>
<td>9.90E-1</td>
<td>2.89E-5</td>
<td>8.70E-8</td>
</tr>
</tbody>
</table>

6.5 Summary and discussions

We described the spectral domain decomposition and the Laplace transform methods for valuing single and double barriers option prices. As can be seen from Tables 6.4.1, 6.4.2 and Figures 6.4.1, 6.4.2, that the proposed approach gave very accurate results for the down-and-out call and the double barrier options. Currently, we are investigating the possibility of extending this approach to solve two-asset barriers options.

In the next chapter, we extend our approach to solve the Heston’s volatility model.
Figure 6.4.1: Values of the European single barrier down-out call option (top) and its $\Delta$ (bottom left) and $\Gamma$ (bottom right); using $K = 10$; $\sigma = 0.20$; $r = 0.05$; $T = 0.50$; $X = 9$. 
Figure 6.4.2: Convergence of CN, ILT-FDM and ILT-SDDM methods for the European single barrier down-out call options (top), $\Delta$ (bottom left) and $\Gamma$ (bottom right); using $K = 10$; $\sigma = 0.20$; $r = 0.05$; $T = 0.50$; $X = 9$. We took $N = 50$ in each of the two sub-domains.
Figure 6.4.3: Values of the European double barrier knock-out call option (top) and its $\Delta$ (bottom left) and $\Gamma$ (bottom right); using $K = 100$; $\sigma = 0.25$; $r = 0.05$; $T = 0.5$; \(X_1 = 95\); and \(X_2 = 110\).
Chapter 7

A contour integral methods for solving
Heston’s volatility model

In this chapter we consider the Heston’s volatility model [62]. We simulate this model using a combination of spectral collocation method and the Laplace transforms method. To approximate the two dimensional PDE, we construct a grid which is the tensor product of the two grids each of which are based on the Chebyshev points in the two spatial directions. The resulting semi-discrete problem is then solved by applying Laplace transform method based on Talbot’s idea of deformation of the contour integral.

7.1 Introduction

The Heston model is one of the most popular stochastic volatility models for derivatives pricing. The model leads to a more realistic option price evaluation than the celebrated Black-Scholes model and constitutes its extension to the two-dimensional form [70, 100]. In [62], Heston derived a semi-closed formula for the model, however, its implementation is not a straightforward exercise because of the oscillatory behavior of the complex integrand which comes into play through the Fourier-type inversion formula. Therefore we turn to numerical methods to approximate these option pricing problems.
Most of numerical methods for evaluating the Heston model are based on the method-of-line approach which consists of two steps. Firstly, the PDE is discretized in space thus generating a system of ordinary differential equation. Secondly, the subsequent semi-discrete problem is solved in time by applying a suitable time integrator method. This is the approach followed in some of the numerical methods we review below.

In’t Hout and Foulon [77] used the method-of-line approach to solve the Heston model. They first, discretized the PDE using a non-uniform grid to capture the important region around the strike price. Then they integrated the resulting semi-discrete problem by using three different alternating direction implicit (ADI) methods in time. As ADI methods, they considered the Douglas [38, 99], Craig-Sneyd [34], the Modified Craig-Sneyd [34, 76] and the Hundsdorfer-Verwer [72, 73] schemes. They demonstrated through various numerical examples with realistic data set from the literature combined with theoretical analysis and stability results obtained previously, that their approach was very effective. This approach was latter extended to the more complex Heston-Hull-White PDE in [56].

In [74], Ikonen and Toivanen studied the accuracy of the operator splitting methods for solving American options with stochastic volatility. In their numerical experiments, they compared the accuracy of their approach with conventional implicit projective successive over relaxation (PSOR) time discretization method [106, 150]. The results obtained demonstrated that the additional error due to the splitting does not increase the time discretization error.

Zhu and Chen [147] applied singular perturbation method to price European put option with stochastic volatility model, and derived a simple analytical formula as an approximation for the valuation of European put options. In’t Hout and Weideman [75] used finite difference to semi-discretize the Heston model in space and subsequently used contour integral method for time integration. They compared the efficiency of the contour integral approach with the ADI splitting schemes for solving this problem. The numerical experiments showed that the contour integral method was superior for the
range of medium to high accuracy requirements.

In this chapter, we apply the spectral method based on Chebyshev point to discretize the PDE in each spatial direction. Then we use a tensor product of the one-dimensional polynomials to represent the two-dimensional basis functions. For the time discretization, we consider the contour integral methods. Some other works related to numerical methods of multi-asset options pricing can be found in [10, 90, 112, 118, 124].

The rest of this chapter is organized as follows. In Section 7.2, we discuss the Heston model problem. In Section 7.3, we discuss the application of spectral methods to solve the model problem. Numerical results of our experiments are presented in Section 7.4 and finally the summary and conclusions are given in Section 7.5.

7.2 Description of the model problem

Let $V \equiv V(s, \varphi, \tau)$ denotes the price of a European option described by the Heston’s stochastic volatility model at time $\tau = T - t$. Then, $V$ satisfies the following PDE

$$\frac{\partial V}{\partial \tau} = \frac{1}{2} \sigma^2 s \varphi \frac{\partial^2 V}{\partial s^2} + \rho \sigma s \varphi \frac{\partial^2 V}{\partial s \partial \varphi} + \frac{1}{2} \sigma^2 \varphi \frac{\partial^2 V}{\partial \varphi^2} + r \frac{\partial V}{\partial s} + \tilde{\kappa} (\varsigma - \varphi) \frac{\partial V}{\partial \varphi} - r V, \quad (7.2.1)$$

where $0 \leq \tau \leq T$, $s > 0$ and $\varphi > 0$. The parameter $\tilde{\kappa} > 0$ is the mean-reversion rate, $\varsigma > 0$ is the long-term mean, $\sigma > 0$ is the volatility-of-variance, $\rho \in [-1, 1]$ is the correlation between the two underlying Brownian motion, $r$ denotes the risk free interest rate.

For a European style put option, the payoff yields the initial condition

$$V(s, \varphi, 0) = \max(K - s, 0), \quad (7.2.2)$$

where $K > 0$ is the strike price of the option. In numerical practice, a bounded spatial domain $[0, s_{\text{max}}] \times [0, \varphi_{\text{max}}]$ is chosen with fixed values $s_{\text{max}}$, $\varphi_{\text{max}}$ taken sufficiently
large. The boundary conditions are

\[
\begin{align*}
V(0, \varphi, t) &= K, & (0 \leq \varphi < \varphi_{\text{max}}, 0 \leq t \leq T), \\
\frac{\partial V}{\partial s}(s_{\text{max}}, \varphi, \tau) &= 0, & (0 \leq \varphi \leq \varphi_{\text{max}}, 0 \leq \tau \leq T), \\
\frac{\partial V}{\partial \varphi}(s, \varphi_{\text{max}}, \tau) &= 0, & (0 \leq s < s_{\text{max}}, 0 \leq \tau \leq T).
\end{align*}
\]

(7.2.3)

We use the spectral domain approach for discretization of (7.2.1)-(7.2.3) in the next section.

7.3 Spectral discretization

We discretize the two dimensional problem (7.2.1) by using spectral method. To this end, as a basis, we recall the discretization of a one dimensional function and then we extend the discretization to the two dimensional problem by using tensor product.

To begin with, let us note that the rational approximation of a function \(u\), defined on \([-1, 1]\), at the Chebyshev points \(\xi_k, k = 0, 1, ..., N\) is given by

\[
\sum_{k=0}^{N} w_k \frac{u(\xi_k)}{\xi - \xi_k},
\]

(7.3.1)

where \(w_k, k = 0, 1, ..., N\) are the barycentric weights defined by \(w_0 = 1/2, w_N = (-1)^N/2\), and \(w_k = (-1)^k; k = 1, ..., N - 1\). For the rational spectral method, the \(m^{th}\)
order differentiation matrix associated with the rational interpolant (7.3.1) is given by

$$u^{(m)}_N(\xi_k) = \sum_{k=0}^{N} \frac{d^m}{d\xi^m} \left( \sum_{k=0}^{N} \frac{w_k}{\xi - \xi_k} u(\xi_k) \right).$$

(7.3.2)

Similar to the one-dimensional approximation, the rational approximation for a two dimensional function defined on $[-1, 1] \times [-1, 1]$ is given by

$$u_N(\xi, \tilde{\xi}) = \frac{\sum_{j=0}^{\tilde{N}} \sum_{k=0}^{\tilde{N}} w_j w_k (\xi - \xi_j) (\tilde{\xi} - \tilde{\xi}_k) u(\xi, \tilde{\xi})}{\sum_{j=0}^{\tilde{N}} \sum_{k=0}^{\tilde{N}} w_j w_k (\xi - \xi_j) (\tilde{\xi} - \tilde{\xi}_k)},$$

(7.3.3)

where $w_j, j = 0, 1, ..., N$ and $w_k, j = 0, 1, ..., \tilde{N}$ are the barycentric weights defined by $w_0 = 1/2, w_N = (-1)^N/2$, and $w_j = (-1)^j; j = 1, ..., N - 1$, and $w_k = (-1)^k; k = 1, ..., \tilde{N} - 1$.

In this chapter, we proceed differently to discretize the two dimensional problem (7.2.1). We set up a grid based on Chebyshev points independently in each direction $s$ and $\varphi$, called the tensor grid [60, 79, 132].

**Definition 7.3.1** Let $P \in \mathbb{R}^{l \times k}$ and $Q \in \mathbb{R}^{m \times n}$. The tensor product, also called Kronecker product, of $P$ and $Q$ is the matrix defined by

$$P \otimes Q = \begin{pmatrix} p_{11}Q & \cdots & p_{1k}Q \\ \vdots & \ddots & \vdots \\ p_{l1} & \cdots & p_{lk}Q \end{pmatrix} \in \mathbb{R}^{lm \times kn}.$$
On the tensor grid, the discretization of other derivatives reads

$$\frac{\partial V}{\partial s} := \left( D_s^{(1)} \otimes I_\varphi \right) V,$$

$$\frac{\partial V}{\partial \varphi} := \left( I_s \otimes D_\varphi^{(1)} \right) V,$$

$$\frac{\partial^2 V}{\partial s^2} := \left( D_s^{(2)} \otimes I_\varphi \right) V,$$

$$\frac{\partial^2 V}{\partial \varphi^2} := \left( I_s \otimes D_\varphi^{(2)} \right) V,$$

$$\frac{\partial^2 V}{\partial s \partial \varphi} := \left( D_s^{(1)} \otimes D_\varphi^{(1)} \right) V,$$

(7.3.5)

where $\otimes$ denotes the Kronecker product, $I_s$ and $I_\varphi$ are the identity matrices in $s$ and $\varphi$ direction, respectively; $D_s^{(1,2)}$, $D_\varphi^{(1,2)}$ are the first and second order differentiation matrices in the corresponding variable.

To discretize (7.2.1), we map each domain to the reference interval $[-1,1]$ by the linear transformations

$$s = \frac{s_{\text{max}}}{2}(\xi + 1) \quad s \in [0, s_{\text{max}}],$$

$$\varphi = \frac{\varphi_{\text{max}}}{2}(\xi + 1) \quad \varphi \in [0, \varphi_{\text{max}}].$$

(7.3.6)

On the tensor grid, (7.2.1) becomes

$$V_\tau = \beta_1(D_s^{(2)} \otimes I_\varphi)V + \beta_2(D_s^{(1)} \otimes D_\varphi^{(1)})V + \beta_3(I_s \otimes D_\varphi^{(2)})V + r(D_s^{(1)} \otimes I_\varphi)V + \beta_4(I_s \otimes D_\varphi^{(1)})V - rI_s \otimes I_\varphi V,$$

(7.3.7)
where

\begin{align*}
\beta_1 &= \frac{1}{2} \sigma^2 s^2 I_s \otimes \varphi I_{\varphi}, \\
\beta_2 &= \rho \sigma s I_s \otimes \varphi I_{\varphi}, \\
\beta_3 &= \frac{1}{2} \sigma^2 \varphi I_{\varphi} \otimes I_{\varphi}, \\
\beta_4 &= \tilde{\kappa} (\varsigma - \varphi) I_{\varphi} \otimes I_{\varphi}.
\end{align*}

The equation (7.3.7) can be written in the form of a global matrix as

\begin{equation}
V_{\tau} = AV, \quad (7.3.8)
\end{equation}

where

\begin{equation}
A = \beta_1 (D_s^{(2)} \otimes I_{\varphi}) + \beta_2 (D_s^{(1)} \otimes D_{\varphi}^{(1)}) + \beta_3 (I_s \otimes D_{\varphi}^{(2)}) \\
+ r (D_s^{(1)} \otimes I_{\varphi}) + \beta_4 (I_s \otimes D_{\varphi}^{(1)}) - r I_s \otimes I_{\varphi}. \quad (7.3.9)
\end{equation}

We solve (7.3.8) by the Laplace transform method discuss earlier in previous chapter. Below we discuss the numerical results.

### 7.4 Numerical results

In this section, we compute put option prices for the Heston model (7.3.8) with boundary conditions (7.2.3) using the spectral method in space and contour integral method in the time direction. The parameter values used in the simulation are \( K = 10; \sigma = 0.9; \) 
\( r = 0.1; \rho = 0.1; \varsigma = 0.16; T = 0.25, s_{\text{max}} = 20, \varphi_{\text{max}} = 1. \) The prices are presented in Tables 7.4.1 and 7.4.2 for asset values \( s = 8; 9; 10; 11; 12 \) and for the variance values \( \varphi = 0.0625 \) and \( \varphi = 0.25. \) In the first column we have the values of the asset, the second column contains the exact values obtained in [74], the third column contains the values obtained from our inverse Laplace transform (ILT) approach and the last
column represents the estimated error.

From tables 7.4.1 and 7.4.2, we observe that the direct application of the spectral method combined with the ILT method produces results which are second order accurate.

Table 7.4.1: Values of the European put option associated with the Heston’s volatility model using $\varphi = 0.0625$, $K = 10$; $\sigma = 0.9$; $r = 0.1$; $\rho = 0.1$; $\varsigma = 0.16$; $T = 0.25$, $s_{\max} = 20$, $\varphi_{\max} = 1$.

<table>
<thead>
<tr>
<th>s</th>
<th>Exact values [74]</th>
<th>ILT</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>2.0000</td>
<td>2.0984</td>
<td>0.0984</td>
</tr>
<tr>
<td>9</td>
<td>1.1080</td>
<td>1.1523</td>
<td>0.0443</td>
</tr>
<tr>
<td>10</td>
<td>0.5316</td>
<td>0.5422</td>
<td>0.0106</td>
</tr>
<tr>
<td>11</td>
<td>0.2261</td>
<td>0.1502</td>
<td>0.0759</td>
</tr>
<tr>
<td>12</td>
<td>0.0907</td>
<td>0.0788</td>
<td>0.0119</td>
</tr>
</tbody>
</table>

Table 7.4.2: Values of the European put option associated with the Heston’s volatility model using $\varphi = 0.25$, $K = 10$; $\sigma = 0.9$; $r = 0.1$; $\rho = 0.1$; $\varsigma = 0.16$; $T = 0.25$, $s_{\max} = 20$, $\varphi_{\max} = 1$.

<table>
<thead>
<tr>
<th>s</th>
<th>Exact values [74]</th>
<th>ILT</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>2.0733</td>
<td>2.0930</td>
<td>0.0197</td>
</tr>
<tr>
<td>9</td>
<td>1.3290</td>
<td>1.3460</td>
<td>0.0170</td>
</tr>
<tr>
<td>10</td>
<td>0.7992</td>
<td>0.6974</td>
<td>0.1018</td>
</tr>
<tr>
<td>11</td>
<td>0.4536</td>
<td>0.4699</td>
<td>0.0163</td>
</tr>
<tr>
<td>12</td>
<td>0.2502</td>
<td>0.2611</td>
<td>0.0109</td>
</tr>
</tbody>
</table>

7.5 Summary and discussions

We proposed spectral method combined with the Laplace transform method for pricing European options using Heston’s stochastic volatility model. In this approach, a direct spectral method is applied for discretization in space. To approximate the derivatives in both $s$ and $v$ directions, we set up a grid based on Chebyshev points independently in both directions and then considered a new grid which is the tensor product of these two grids. Our computational results show that the proposed method gives the option prices that are very close to the exact values.
Currently, we are investigating the possibility of using the multi-domain decomposition method in space to further improve the accuracy.
Chapter 8

Concluding remarks and scope for future research

In this thesis, we investigated the application of Laplace transform method for solving different option pricing models. We particularly applied this method to price options under the Black-Scholes model such as the European and American options. Then we extended the approach to the jump-diffusion model, barrier options and the Heston’s stochastic volatility model. To discretize in space, we use decomposition method based on spectral method. The method uses piecewise rational expansions to approximate the option price represented on a Chebyshev grid within each sub-domain. It is the piecewise rational approximation that allows an exact representation of the non-smooth initial condition of these options. Numerical results have shown that by dividing the domain into sub-domain at the discontinuity (strike price $K$), the spectral method gives exponential convergence.

In Chapter 2, we investigated two efficient numerical methods for solving the Black-Scholes equation for pricing the European options. We used spectral methods to discretize the associated partial differential equation with respect to space and generated a system of ODEs which was then solved by applying two contour integral methods. The first one was the exponential time differencing Runge-Kutta method of order 4.
The second one was based on the application of the trapezoidal rule to approximate a Bromwich integral. We gave a comparative discussion on these two methods and compared the numerical results with conventional methods such as the MATLAB solver ode15s and Crank-Nicholson’s method.

In Chapter 3, we investigated a new approach to improve the results obtained in Chapter 2. The approach was based on spectral domain decomposition and the Laplace transform method. The spectral domain decomposition method approximated the solution using piecewise high order rational interpolant on the Chebyshev mesh points within each sub-domain with the boundary domain placed at the strike price where the discontinuity was located. The resulting system was then solved by applying Laplace transform method. To assess the accuracy and efficiency of this method, the solutions obtained by using this approach were compared with those obtained with conventional methods such as Crank-Nicholson and finite difference methods.

Ideas explored in Chapter 2 and 3 were extended to design a robust numerical method to price American options in Chapter 4. Due to the non-smooth initial condition associated with the American options, we used spectral domain decomposition method to approximate the option price which was represented pointwise on a Chebyshev grid within each sub-domain. To avoid the computation of the unknown free boundary associated with the American option, we used an updating procedure. Numerical results of the proposed method were presented for the solution and the Greeks.

In Chapter 5, we considered options with jumps on a single asset. We took advantage of the suitability of the Chebyshev grid point for Gauss-Legendre quadrature to efficiently approximate the convolution integral. The resulting discrete problem was solved by the inverse Laplace transform using the Bromwich contour integral approach. The numerical results obtained were compared with those obtained from Crank-Nicholson and finite difference methods.

In Chapter 6, we solved problems for pricing exotic options. In particular, we solved a single barrier European down-and-out and a double barrier European knock-out option. We compared the results obtained from our approach with those seen in
the literature.

To see the further applicability of the methods proposed in previous chapters, in Chapter 7, we applied them to solve the Heston’s volatility model. To approximate the associated two-variable PDE, we constructed a grid which was the tensor product of the two grids each of which were based on the Chebyshev points in the two directions in space. The resulting semi-discrete problem was then solved by applying Laplace transform method.

From all the numerical experiments, we see that Laplace transform method is very efficient and robust for solving the option pricing problems in computational finance.

As far as the scope of the future work is concerned, we are currently investigating the extensions of this approach to price more complicated model such as American jump-diffusion model. We are also investigating whether the preconditioning of the block matrix in SDDM can produce better results. Furthermore, we think the method can be potentially extended to price other complex options, for example,

- Improved Heston’s stochastic volatility,
- Arithmetic Asian options,
- Asian Basket options.

Additionally, we note that the domain decomposition approach proposed and used to solve some of the problems in this thesis can be made more efficient so that it can be used to solve problems for pricing multi-asset options.
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