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Adsorptive differential pulse cathodic stripping voltammetry (AdDPCSV) analysis for the simultaneous determination of Pd-Rh–(HDMG)$_x$ complexes at 0.00, 120, 160, 200, 240, 280, 320, 360, 400 pg L$^{-1}$ concentrations using a GCE/rGO-SbNPs sensor; $E_d = -1.2$ V (vs Ag/AgCl) and $t_d = 120$ s with a corresponding linear calibration curve also shown.

Adsorptive differential pulse cathodic stripping voltammetry (AdDPCSV) analysis for the simultaneous determination of Pt-Rh–(HDMG)$_x$ complexes at 0.00, 120, 160, 200, 240, 280, 320, 360, 400 pg L$^{-1}$ concentrations using a GCE/rGO-SbNPs sensor; $E_d = -1.2$ V (vs Ag/AgCl) and $t_d = 120$ s with a corresponding linear calibration curve also shown.

Adsorptive differential pulse cathodic stripping voltammetry (AdDPCSV) analysis for the simultaneous determination of Pt-Pd-Rh–(HDMG)$_x$ complexes at 0.00, 120, 160, 200, 240, 280, 320, 360, 400 pg L$^{-1}$ concentrations using a GCE/rGO-SbNPs sensor; $E_d = -1.2$ V (vs Ag/AgCl) and $t_d = 120$ s with a corresponding linear calibration curve also shown.

The AdDPSV results obtained for the effect of interfering ions on the stripping voltammetric results for Pd(HDMG)$_2$ using the GCE/rGO-SbNPs sensor in ratio 1:4 (PGM: interference) with 0.2 M NaOAc buffer (pH = 5.2) solution containing $1 \times 10^{-5}$ DMG solution.
The AdDPCSV results obtained for the effect of interfering ions on the stripping voltammetric results for Pt(HDMG)$_2$ using the GCE/rGO-SbNPs sensor in ratio 1:4 (PGM: interference) with 0.2 M NaOAc buffer (pH = 5.2) solution containing $1 \times 10^{-5}$ DMG solution.

The AdDPSV results obtained for the effect of interfering ions on the stripping voltammetric results for Rh(HDMG)$_3$ using the GCE/rGO-SbNPs sensor in ratio 1:4 (PGM: interference) with 0.2 M NaOAc buffer (pH = 5.2) solution containing $1 \times 10^{-5}$ DMG solution.

Maps showing the location of the sampling sites on the Bottelary Road and Old Paarl Road, major routes into the town of Stellenbosch, South Africa.
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Abstract

Platinum Group Metals (PGMs), particularly palladium (Pd), platinum (Pt) and rhodium (Rh) have been identified as pollutants in the environment due to their increased use in catalytic converters and mining in South Africa (as well as worldwide). Joining the continuous efforts to alleviate this dilemma, a new electrochemical sensor based on a nanoparticle film transducer has been developed to assess the level of these metals in the environment. The main goal of this study was to exploit the capabilities of nanostructured material for the development and application of an adsorptive stripping voltammetric method for reliable quantification of PGMs in environmental samples. In the study reported in this thesis, glassy carbon electrode (GCE) and screen-printed carbon electrode (SPCE) surfaces were modified with conducting films of nanostructured reduced graphene oxide-antimony nanoparticles (rGO-SbNPs) for application as electrochemical sensors.

The rGO-SbNPs nanocomposite was prepared by Hummer’s synthesis of antimony nanoparticles in reaction medium containing reduced graphene oxide. Sensors were constructed by drop coating of the surfaces of the carbon electrodes with rGO-SbNPs films followed by air-drying. The nanocomposite material was characterised by scanning and transmission electron microscopies; FTIR, UV-Vis and Raman spectroscopies; dc voltammetry; and electrochemical impedance spectroscopy. The real surface area of both electrodes were studied and estimated to be $1.66 \times 10^6$ mol cm$^{-2}$ and $4.09 \times 10^3$ mol cm$^{-2}$ for SPCE/rGO-SbNPs and GCE/rGO-SbNPs, respectively. The film thickness was also evaluated and estimated to be 0.36 cm and $1.69 \times 10^{-6}$ cm for SPCE/rGO-SbNPs and GCE/rGO-SbNPs, respectively. Referring to these results, the SPCE/rGO-SbNPs sensor had a better sensitivity than the GCE/rGO-SbNPs sensor. The electroanalytical properties of the PGMs were first studied by cyclic voltammetry followed by in-depth stripping voltammetric analysis. The development of the stripping voltammetry methodology involved the optimisation of experimental conditions such as selection of adequate supporting electrolyte, choice of pH and/or concentration of supporting electrolytes, deposition potential, deposition time, stirring conditions. The detection of Pd(II), Pt(II) and Rh(III) in environmental samples were performed SPCE/rGO-SbNPs and GCE/rGO-SbNPs at the optimised experimental conditions.
For the GCE/rGO-SbNPs sensor, the detection limit was found to be 0.45, 0.49 and 0.49 pg L\(^{-1}\) (S/N = 3) for Pd(II), Pt(II) and Rh(III), respectively. For the SPCE/rGO-SbNPs sensor, the detection limit was found to be 0.42, 0.26 and 0.34 pg L\(^{-1}\) (S/N = 3) for Pd(II), Pt(II) and Rh(III), respectively. The proposed adsorptive differential pulse cathodic stripping voltammetric (AdDPCSV) method was found to be sensitive, accurate, precise, fast and robust for the determination of PGMs in soil and dust samples. The simultaneous determination of PGMs was also investigated with promising results obtained. The AdDPCSV sensor performance was compared with that of inductive coupled plasma mass spectroscopy (ICP-MS) for the determination of PGM ions in soil and dust samples. It was found that though the metals could be determined by ICP-MS technique, it was limited from the standpoints of sensitivity, ease of operation and versatility compared to the AdDPCSV sensor. This study has show cased the successful construction and application of novel SPCE/rGO-SbNPs and GCE/rGO-SbNPs AdDPCSV sensors for the determination of PGMs in environmental samples (specifically roadside dust and soil samples). The study provides a promising analytical tool for monitoring PGMs pollutants that are produced by automobiles and transported in the environment.
Chapter 1

Introduction

1.1 Introduction

The pollution involving heavy metal (HMs) ions is one of great significance in ecochemistry and ecotoxicology because of their toxicity at low levels and create environmental problems throughout the world. The ability of heavy metals associated with platinum group metals to accumulate and cause toxicity in biological systems - humans, animals, microorganisms and plants has been reported (Somerset et al., 2015; Doumett et al., 2008; Nouri et al., 2006; D’amore et al., 2005). All heavy metal (HMs) occur naturally in soils, at least in trace quantities but has also various sources. The main sources of soil contamination include agricultural and industrial pollution (Birwland, 1999). The chemical analysis of soil is important for environmental monitoring and legislation. Many of the differences between toxicities associated with metals can be explained by properties such as solubility, oxidation state, absorbability, transport and complexes (Stohs and Bagchi, 2000). Metals exist in different forms in the environmental and biological samples. Different chemical forms have different electrochemical, chemical properties as well as different toxicity effects on human. For the investigation of heavy metals in soils Wu et al. (2007) found that the inter-correlation between heavy metals and active soil components (such as Fe oxides, organic matter, and clay) is the major predictive mechanism.

It has been shown that voltammetric techniques are well suited for speciation studies due to their sensitivities to the chemical forms of metals. The anthropogenic forms of HMs mainly exists on the surfaces of soils as reactive forms. HMs in soils can be dissolved in the soil solution or bound to exchange sites. This fraction is seen to be phytoavailable. HMs that are either adsorbed to or complexed with organic matter (OM), secondary oxides, minerals and other chemical compounds may also become phytoavailable within time. In general, their availability depends on soil parameters and processes (Chang et al., 2014; Kabata-Pendias, 2011).
Figure 1 shows a typical model of metal speciation in soil based on extraction techniques. Generally, there are several kinds of binding sites between metal species and soil components. Some metals may be loosely bound as presented in a water-soluble form. Alkaline and alkaline earth metal ions prefer to form electrostatic interactions with negative surface charges. These metals are classified as exchangeable fractions. Under certain conditions, some may precipitate as carbonate compounds. Metal oxides and organic matter are two major components in soils that can play an important role in metal adsorption. Strong interactions normally occur in these fractions due to inner-sphere complex formations.

Quantitative determination of these metal ions in different environmental samples is a vital task. The detection of heavy metals has proven difficult with classical and recently developed analytical methods. The methods that are currently widely used are spectroscopic methods including atomic absorption, emission spectroscopy, plasma mass spectroscopy, etc.
and are also commercially available. They allow low detect limits, selectivity, reliability and accuracy, but they often require sophisticated and skilled laboratory staff. On the other hand these methods are unable to detect very low analyte concentrations particularly for platinum group metals since they are found at very low concentrations in the environment. Moreover, a main and common disadvantage of all these classical methods is that none of them can quantify the concentration of bioavailable heavy metals, as they only quantify the analytical total. Thus these techniques are hardly available for on-site analysis. Due to the large amounts of toxic metal ions commonly used and their impact on the environment and health, it is important to develop a prompt, accurate method of analysis. Electrochemical methods, like ion selective electrodes, polarography and voltammetric methods, are more user-friendly and require less complex instrumentation (Pujol et al., 2014; Vyskeil et al., 2011; Anderson et al., 2000).

Electroanalysis can be classified as a special area of electrochemistry, which is aimed at identification and quantification of chemical substance(s) in the sample using electrochemical methods. Undoubtedly, as a discipline that includes the identification, quantification, and monitoring of various species in the environment, it is also one of the largest areas of electroanalysis (Rajeshwar et al., 1994; Wang, 1994; Esteban & Casassas, 1994). The ability to build micro-and nanostructures on electrode surfaces has given rise to new electrochemical devices in which the properties of the electrode are tailored for specific purposes (Murray, 1992). In principle, this is a very attractive prospective for developing electrochemical sensors suited especially for environmental analysis in complex matrices, where the presence of numerous interferences hinders the reliable use of “classical” electrodes.

It is well known that geometry, surface structure and material constituting an electrode have a profound effect on the electrochemical behavior of electroactive species and as a consequence influence the electrochemical response. The size of working electrodes also affects the response of the electrode, due to mass transport effects of the active species to and from the electrode. Electrochemical sensors have a wide range of applications owing to their small size, low power requirements and the need for little or no sample pretreatment (Brett, 2001).

Electrochemical sensor has shown promise for being inherently sensitive, capable of detecting a target analyte in a complex matrix even under turbid conditions. Additionally, electrochemical sensors has allowed for less operator involvement through a lowered requisite for sample pretreatment, a significant advantage for the development of in-line monitoring technology. The
The ability to miniaturise the analytical recognition interface has further resulted in the development of diagnostics technology that is portable. Real-time monitoring of a target analyte can be performed either as a quantitative or qualitative assessment. The incorporation of electrochemical sensors provides useful information on the state, concentration and nature of a target analyte. The effects external conditions have on its stability, whether the intention is to synthesis the target analyte.

Chemically modified electrodes represent a modern approach to electrode systems. Such deliberate alteration of electrode surfaces can thus meet the needs of many electro-analytical problems, and may form the basis for new analytical applications and different sensing devices (Uslu et al., 2007). A continuous search for improved methods and materials that could overcome the challenges pertaining to sensor development therefore ensues.

Nanomaterials, in particular graphene, have shown unmatched promise as electrode materials for incorporation into electrochemical sensors. The attraction of using these nanomaterials is based on taking advantage of their enhanced conductive properties, as well as their capacity to increase surface areas significantly given their nano dimensional size. These properties afford greater sensitivities as well as enhanced reproducibility and re-usability. Due to its excellent electronic, thermal and mechanical properties, graphene, a single atom thick sheet of hexagonally arrayed sp² bonded carbon atoms, has recently been attracting a lot of attention since it was first produced experimentally in 2004 (Willemse et al., 2011). It is suggested to be a very important material in device applications. On the other hand, insertion of the nanoparticles on the graphene-based matrix is an important study for the exploration of their properties and applications.

This excellent merger of scientifically significant and industrially applicable properties in the graphene-based systems draws equal interests from scientists and engineers. The carbon backbone of graphene provides possibilities for surface chemical modification. This aspect of graphene was thoroughly investigated and exploited by building advanced composites of graphene (Dhand et al., 2013). Graphene-based electrodes have shown superior performance in terms of catalytic activity and microscopic scale conductivity than carbon nanotubes-based ones. This indicates that the opportunities in electrochemistry encountered by carbon nanotubes might be available for graphene (Yin et al., 2013; Tapas et. al., 2012; Shao et al., 2009).
Major fundamentals and technological advances need to be made towards enhancing the sensitivity, selectivity and the reliability of the trace metal ion electrochemical sensors. The emergence of nanotechnology may open new horizons and satisfy the above target. Nanocomposite material will be attractive because of their unique electrical, chemical and physical properties (i.e. size, strength, composition, conductivity, magnetism, mechanical and light absorbing and emitting.

Graphene is the most studied nanomaterial and has been especially targeted for developing electrochemical sensors and biosensors. The main attractive property of antimony-based sensors is the low toxicity of antimony and its compounds while their performance closely resembles that of their mercury counterparts. Therefore, antimony incorporated on graphene can serve as environmentally friendly replacements for mercury electrodes in stripping analysis (Zhang et al., 2014).

In this study, incorporation of antimony nanoparticles on graphene sheets has been demonstrated to reveal special features in new hybrids that will be utilised in environment sample analysis. The work in this thesis involves synthesis of a nanocomposite of graphene and antimony, followed by the characterisation of the newly synthesised nanocomposite and utilising the nanomaterials in sensor construction for the quantification of selected metal ions in environmental samples.

1.2 Carbon

Carbon is one of the most common elements on earth. Until the discovery of fullerenes in 1985, the science and chemistry of the carbon atom was thought to be well known (www.scienceclarified.com/Ca-Ch/Carbon-Family.html). Previous to this discovery, carbon was known to form graphite and diamond, as well as amorphous materials like charcoal. Perhaps the most important consequence of the discovery of the fullerene is that it opened the door for matter to be studied at the nanoscale. Six years later, in 1991, another big surprise was found – the carbon nanotube (Iijima, 1991). One of its most frequent allotropes, e.g. graphite, has been known and used for thousands of years. It consists of planes of carbon atoms arranged in a honeycomb structure that are weakly bonded together. To isolate one of these sheets of carbon
atoms and keeping it from rolling itself up was for a long time considered impossible. However, in 2004 researches from the University of Manchester, A. Geim and K. Novoselov, achieved exactly this (Geim et al., 2007; Novoselov et al., 2004). They used a surprisingly simple method, commonly referred to as the "scotch tape method", to gently peel the single atomic layers of carbon atoms in graphite apart. This way, graphene, a new and strictly two-dimensional material was born. From that moment on the interest in graphene has boomed, and already in 2010 the discoverers were awarded the Nobel Prize in physics for their groundbreaking research (Geim et al., 2007; Novoselov et al., 2004). With a new material come new opportunities to re-examine old problems as well as pose new ones.

These forms of carbon have led to a burst of research in nanomaterials. Depending on the lattice structure of each of these carbons-based materials, different material properties are observed at the nanoscale level. In this study, we focus on nanostructured composite (i.e. graphene and antimony nanoparticles).

1.3 Nanomaterials

1.3.1 What distinguishes nanomaterial from bulk material?

Most micro-structured materials have similar properties to the corresponding bulk materials. The properties of materials with nanometre dimensions are significantly different from those of atoms and bulk materials. When matter is reduced into nanoscale structures, new unique physical properties emerge that are not seen in bulk material. The smaller a particle becomes, the more the proportion of surface atoms increases. As particles decrease in size the number of surface atoms becomes equal to or even exceeds the number of inner-core atoms. For a typical bulk material the surface is negligibly small in comparison to the total volume. Among the characteristics of nanomaterials that distinguish them from bulk materials, it is important to note the following: (1) large fraction of surface atoms; (2) high surface energy; (3) spatial confinement; (4) reduced numbers of imperfections that do not exist in the corresponding bulk materials (Korotcenkov, 2008; Cao, 2004).

The use of nanomaterials provides the following advantages. First, all nanomaterials consist of very small particles. This is the first advantage of nanomaterials and nanotechnologies, promoting attainment of super miniaturisation. Because they are small, nanostructures can be
packed very closely together. As a result, on a given unit of area one can locate more functional nano-devices, which is very important for nano-electronics. Their high packing density has the potential to bring higher area and volume capacity to information storage and higher speed to information processing (because electrons require much less time to move between components). Thus, new electronic device concepts, smaller and faster circuits, more sophisticated functions, and greatly reduced power consumption can all be achieved simultaneously by controlling nanostructure interactions and complexity (Roco et al., 1999).

Second, because of their small dimensions, nanomaterials have large specific surface areas, accelerating interactions between them and the environment in which they are located. For example, nanoparticles with a radius of 2.5 nm and a density of 5 g cm$^{-3}$ have a surface of 240 m$^2$ g$^{-1}$ when assuming a ball-like shape. For comparison, a dense (compact) material with a weight of 1 g and the same density has a surface area of $2 \times 10^{-6}$ m$^2$. Thus, nanoparticles have a much larger surface area per unit of mass compared with larger particles. Because growth and catalytic chemical reactions occur at surfaces, this means that materials in nanoparticle form will be much more reactive than the same mass of material made up of larger particles. A strong increase in the participation of surface atoms in the physical and chemical properties of nanomaterials is another consequence of a decrease in particle size. It is known that the volume of an object decreases as the third power of its linear dimensions, but the surface area decreases only as its second power (Chaturvedi et al., 2012).

Therefore, when materials are in the form of nanoparticles, their surface area-to-volume ratio, i.e. the ratio between surface and bulk atoms, increases. This effect is especially strong when the sizes of nanomaterials are comparable to the Debye length. Simple calculations show that a particle of size 30 nm has 5% of its atoms on its surface; at 10 nm, 20% of its atoms; and at 3 nm, 50% of its atoms (Royal Society, 2004).

It is known that atoms on the surface of nanoparticles have unusual properties and (relatively speaking) there are a lot of them. These surface atoms make nanoparticles very different from just small particles, because not all bonds of surface atoms with neighbouring atoms are enabled. For atoms on uneven surfaces, non-saturation of the bonds is even higher. For this reason, corner atoms normally have the highest affinity to form bonds to adsorb molecules, followed by edge and in-plane surface atoms, a fact that is of great importance for catalytic activity. Alternatively, because of their low stabilisation due to low coordination, edge and in
particular corner atoms are often missing on single crystals, even in thermodynamic equilibrium (Roychowdhury, 2014; Roduner, 2006). Recently, size-dependent variation in oxidation state and lattice parameter has been reported for cerium oxide nanoparticles (Deshpande et al., 2005).

1.3.2 Nanoparticle production and synthesis

Manufactured nanoparticles are produced by using top-down methods (e.g. lithography, grinding, ball milling, etc.) or by bottom-up methods, via crystal growth of ions or atoms (see Figure 2). Synthetic approaches comprise of two main classes: the top-down and bottom-up approach, and are summarised in Figure 2 below.

Figure 2. Various approaches undertaken for synthesis of metal nanostructures (Adapted from SPIE photonics West, 2009).

Both approaches play very important roles in modern industry and most likely in nanotechnology as well. There are advantages and disadvantages in both approaches. Among others, the biggest problem with top-down approach is the imperfection of the surface structure.
For example, nanowires made by lithography are not smooth and may contain a lot of impurities and structural defects on surface. Such imperfections would have a significant impact on physical properties and surface chemistry of nanostructures and nanomaterials, since the surface over volume ratio in nanostructures and nanomaterials is very large. Bottom-up approach is often emphasised in nanotechnology literature, though bottom-up is nothing new in materials synthesis. Typical material synthesis is to build atom by atom on a very large scale, and has been in industrial use for over a century. Examples include the production of salt and nitrate in chemical industry, the growth of single crystals and deposition of films in electronic industry. For most materials, there is no difference in physical properties of materials regardless of the synthesis routes, provided that chemical composition, crystallinity, and microstructure of the material in question are identical (Cao, 2004).

These processes can be controlled in such a way that many different types of structures are produced. The size range that holds so much interest is typically from 100 nm down to the atomic level (approximately 0.2 nm), because at just a few nm, nanoparticles show properties that are very different to those observed in the bulk. Decreasing the particle size, gives rise to an increased specific surface area, leading to better catalytic properties. At the small scale, the dominance of quantum effects changes the optical, magnetic or electrical properties of bulk material and is responsible for the main causes of change in NP behaviour (RS/RAEng, 2004). Manufactured nanoparticles generally consist of a single-core, mixed-core or composite of inorganic metal, metal oxides or carbon. They can be embedded in materials such as glass or annealed onto surfaces, depending on the required use (Kendall and Kosseva, 2005; Liz-Marzan & Lado-Tourino, 1996). However, aqueous suspensions of metal nanoparticles often have an oxide (or oxy-hydroxide) layer formed on the outer surface and may possess similar surface chemistries to other metal oxide NPs, but due to their small size may possess a larger number of metal atoms on the surface than in the bulk material (Louxand Savage, 2008; Christian et al., 2008).
1.4 Graphene based nanocomposite

The functionalisation of graphene and its analogues aims the improvement of dispersibility, since graphene is hydrophobic in nature and the processability is very important for many applications. On the other hand, the combination of unique properties of graphene and GO, rGO (e.g. conductivity – pristine graphene, mechanical and thermal properties, large surface specific area etc.) with those of other components (organic or inorganic reagents) leads to new properties and extent of applicative area. Since graphene discovery, graphene – inorganic nanostructure composites (i.e. metallic and semiconducting nanoparticles) have been extensively studied, due to their tested performances and potential application in catalysis, optics and optoelectronics, supercapacitors, fuel cells, batteries, bio/sensing etc.

1.5 Electrodes modified by nanomaterials

An important advantage of electroanalytical techniques is the possibility to modify the working electrode with different types of advanced materials to increase the affinity for the analyte, to lower the limits of detection and to avoid interferences. In particular, during the last years nanomaterials appeared to be very promising for application in the field of sensors and biosensors. Among different types of nanomaterials, carbon nanotubes; metal and semiconductive nanoparticles show very interesting properties and features for electrochemical performances and were chosen for the modification of electrodes to be used in selected trace electroanalytical applications (Compagnone et al., 2014). Nanomaterials have been introduced in the development of new kinds of electrochemical sensors with improved performances. NPs in particular have been used and exploited for two main types of actions: 1) catalysis of electrochemical reactions and 2) acting as direct reactant. Many NPs, especially metal NPs have excellent catalytic properties combining, as they do, the intrinsic catalytic properties of the metal with the particulate properties of high surface area/volume ratio. The introduction of NPs with catalytic properties into electrochemical sensors and biosensors can decrease overpotentials of many analytically important electrochemical reactions, and even realize the reversibility of some redox reactions, which are irreversible at common electrodes (Cass, 1990).
1.6 Nanoparticles in Electro-analysis

Metallic nanoparticles are of great interest because of the modification of properties observed due to size effects, modifying the catalytic, electronic, and optical properties of the monometallic NPs. (Chushak and Bartell, 2003; Tomas, 2003; Bronstein et al., 2000). A wide variety of metallic nanoparticles have been studied in order to assess the applications of these materials in electro-analysis, e.g. Raj and co-workers developed an electrochemical sensor for the selective detection of dopamine in the presence of ascorbic acid, which was based on the catalytic effect of AuNPs on the ascorbic acid oxidation (Raj et al., 2003). You et al. (2003) prepared a highly sensitive H₂O₂ sensor based on the modification of a carbon film electrode with PtNPs. Some of the non-metal NPs that have special catalytic properties can also been applied in electrochemical analysis systems. For example, a carbon paste electrode doped with copper oxide NPs was developed for the detection of amikacin based on the catalytic properties of the copper oxide NPs, and the oxidation current of amikacin at the prepared electrode was about 40 times higher than that at a bulk copper oxide modified carbon paste electrode (Zen et al., 2004).

1.7 Novelty of Research

The nanostructured sensor developed here is the first modifier of reduced graphene oxide impregnated antimony nanoparticle based on a GC and SPC electrodes for electrochemical electrochemical detection. The novelty is further showcased in the nanocomposite of rGO-SbNPs utilised for the detection of PGMs using a GCE and disposable SPCE set-up. The reduced graphene oxide impregnated antimony nanoparticle-based electrochemical detection system provides a new, simple, fast, and field-ready technology as an alternative to the traditional spectroscopic technique with comparable sensitivity.
1.8 Research Hypothesis

A reduced graphene oxide impregnated antimony nanoparticle sensor can be used as a modifier to fabricate GCE and SPCE electrodes. The rGO-SbNPs could enhance the electrode’s electrochemical properties and used in stripping voltammetry to detect platinum group metals (PGMs) in the presence of chelating agent in road dust and soil samples.

1.9 Aim and Objectives

1.9.1 Aims

Based on the main hypothesis the following aims and objectives are identified:

The overarching goal of this work is to produce nanostructure electrochemical sensor based on graphene and antimony nanoparticles. The work sought to establish the properties through the utilisation of nanostructured materials and explore the application and enhancement of electrochemical sensor technology for the improved detection of PGMs (Pd(II), Pt(II), Rh(III)), in the presence of suitable complexing agent. The aims will be met by pursuing the following objectives.

1.9.2 Objectives

The following objectives were set to accomplish the aim of this study:

(i) The sampling and chemical analysis of soil and dust samples collected along the road side in the Boland region of Western Cape, South Africa. The elements included are palladium, platinum and rhodium.

(ii) To develop an improved techniques for pollutants detection in environmental samples using stripping voltammetry.
(iii) To impregnate graphene with Sb nanoparticles (SbNPs) as well as specific binding of PVA in order to form a hetero-structure that displays, not only the useful properties of both parent materials, but also the novel nanoscale properties that emerge from their unique interface.

(iv) The development of SPCE/rGO-SbNPs and GCE/rGO-SbNPs electrochemical sensors and their characterisation by cyclic voltammetry (CV), Raman spectroscopy, scanning electron microscopy (SEM), high resolution transmittance electron microscopy (HR-TEM), Energy Dispersive X-ray (EDX), ultra violet visible (UV-Vis) spectroscopy, Fourier transform infrared spectroscopy, (FTIR) and electrochemical impedance spectroscopy (EIS).

(v) The optimisation of the operational parameters of the SPCE/rGO-SbNPs and GCE/rGO-SbNPs sensor systems and the testing of their applications in the determination of heavy metals and platinum group metals in standard solutions.

(vi) The application of the SPCE/rGO-SbNPs and GCE/rGO-SbNPs sensor systems in the determination of heavy metals and platinum group metals in environmental (soil and road side dust) samples.

(vii) To compare the differences between classification of SPCE and GCE and the classification based on detection limit, linearity and reproducible of the method.

(viii) Comparison of spectroscopic and stripping voltammetry methods of determining heavy metals and platinum group metals standards and the performance of recovery studies to test the accuracy.
1.9.3 Approach

The determination of PGMs in environmental samples is one of the most difficult analytical tasks owing to extremely low concentrations being determined and numerous interfering effects from matrix elements with the detection of the metals by the available instrumental techniques. The availability of the representative sample, quantitative transformation of the metals into solution, their separation from interfering elements and the choice of instrumental detection technique of the required detection limit affect the quality of the obtained results. Because of the complexity of the sophisticated techniques that are used today for PGMs detection. This work aims to improve detection of platinum group metals by synthesising reduced graphene oxide impregnated antimony nanoparticles (rGO-SbNPs) in the presence of polyvinyl alcohol (PVA) as a stabiliser. From the analytical point of view, the wide and increasing success of chemically modified electrodes (CME) may be explained by the offered possibility to purposely design the surface of conventional electrodes. By combining the intrinsic properties of the modifier and a given electrochemical reaction. The ability to miniaturise the analytical recognition interface has further resulted in the development of diagnostics technology that is simple, robust and portable. The incorporation of electrochemical sensors based on nanoparticles remains a concept that is interesting to deal with. My interest in this study is very broad. First, as explained above, the issue of synthesis of the rGO-SbNPs. Secondly, my synthesised material will be modified on carbon electrodes (GCE and SPCE). rGO-SbNPs were deposited onto the GCE and SPCE using a drop coating method. At a later stage my developed nanoparticle sensor will be applied in the soil and dust samples.
1.10 Chapter Outline

Execution of this study was divided into different chapters as outlined and described below.

Chapter 1 Begins with a brief overview of the existing nanomaterials, heavy metal pollution and electrochemical sensors, including an introduction into this thesis with the main objectives, research hypothesis and the layout of the thesis.

Chapter 2 Presents an extensive literature review on the electrochemical technology, the history and synthesis of one dimensional nanomaterials, with special attention to the methods used to fabricate the nanomaterials used in this research. The mechanical, electrical, and thermal properties of the aforementioned materials are discussed, as well as why each is an ideal candidate for the particular chosen application.

Chapter 3 Corresponds to the experimental design and methodology, providing information on reagents, protocols, procedures, synthesis and instruments used in the thesis. Basic theory of the science of microscopic and analytical techniques is also presented for the synthesised nanomaterials and the sensor operation.

Chapter 4 Discuss the results obtained on the characterisation of the synthesised material by scanning electron microscope (SEM), high resolution transmission microscope (HR- TEM), Energy Dispersive X-ray EDX, ultra violet visible spectroscopy (UV-VIS ), FTIR, as well as electrochemical method (CV and EIS).

Chapter 5 Provides the demonstration that a reduced graphene oxide (rGO) layer, containing antimony nanoparticles (SbNPs) can act as a transducer layer on screen-printed carbon and glassy carbon electrode surfaces. The rGO-SbNPs nanocomposite was characterised using various voltammetric techniques. The electrochemical properties of GCE/rGO-SbNPs are compared with SPCE/rGO-SbNPs. The materials, methods, and results of the functionalised graphene containing
antimony based nanomaterials for environmental sensing is also presented. The information on electroanalytical properties of the PGMs is studied. Oxidation, reduction and electrochemical sensing are all topics highlighted and discussed in this chapter.

Chapter 6 Presents the materials, methods, and results of the development of graphene antimony nanoparticle for stripping voltammetry application of environmental samples. Several optimisation parameters are also discussed in this chapter. It is the section reporting the results obtained in comparison of GCE and SPCE modified with rGO-SbNPs. Also given are the results obtained in application of the adsorptive differential pulse cathodic stripping voltammetry and inductive coupled plasma mass spectroscopy (ICP-MS) to the unknown samples.

Chapter 7 Summary, Conclusions, Recommendation and Future work.

Chapter 8 References
Chapter 2

Literature Review

2.1. Introduction

This chapter covers relevant literature in research on the presence and environmental concerns of heavy metals associated with platinum group metals (PGMs) in the environment. It further covers relevant literature on electroanalytical techniques for monitoring these metals in sample matrices. A range of analytical techniques have been applied to the analysis and detection of heavy metals associated with PGMs in samples and include flame atomic absorption spectroscopy (FLAAS), inductive coupled plasma optical-emission spectroscopy (ICP-OES), inductive coupled plasma mass-spectroscopy (ICP-MS) and neutron activation analysis (NAA). Various structural characterisation methods that are most widely used in characterising nanomaterials and nanostructures are also discussed. This chapter also includes a historical overview of previous research and a description of the evaluation of various techniques, and some ways of monitoring these pollutants from the environment. The challenges of developing simple and inexpensive techniques is one of the most important matters, research in this field is concerned with the development of the modified electroanalytical sensors for monitoring heavy metal ions in environmental samples. As a result of mismanagement, environmental samples available in developed economies are polluted and contaminated to varying levels. It is, of course, also necessary to consider the problem from an economical point of view due to mass application of instrumentation techniques. Highly sensitive physical methods are using very expensive instrumentation, which frequently cannot be used as field equipment, from a practical and cost perspective. The intention of this chapter is to provide readers with the basic information on the literature of nanoparticles together with techniques used for characterisation and quantification of heavy metals.

The instrumentation for environmental monitoring should be easy to operate and not only require personnel with university training to do so. The requirement is met especially sensors, in
particular: electrochemical sensors, are rapidly being recognised in many sectors due to their track record of comparable sensitivity, selectivity, reproducibility as well as being capable of integration into a wide range of applications. What is predominantly in the favour of electrochemical sensors is the capacity to miniaturise the technology which is highly sought after for the development of portable sensor technology (Ferrari et al., 2015).

In recent times, the carbon-based electrode materials are nearly ubiquitous in the electrochemical laboratory because of their availability in various forms and shapes, and usefulness over the relatively wide potential range in cathodic and anodic area (Uslu et al., 2007; Wang et al., 2006; Wang et al., 2000). The most commonly used carbon-based material in the analytical laboratory known for its chemical stability and relatively large over-potential of oxygen and hydrogen evolutions is glassy carbon electrode (GCE) (Harris, 2005; Kessinger, 1996; Kinoshita, 1996). Important advances in electrochemical technology have fostered the development of alternative methods to monitor the generation of pollutants which damages the environment. The feasibility of zero emission of pollutants during production processes was difficult to envisage in over 30 years ago. In practice, this strategy is difficult with spectroscopic methods because these pollutants occur at very low concentration levels. Electrochemical sensors have contributed to methodologies for monitoring of these pollutants. Electrochemical technologies also proposed for electricity storage generated in power plants and renewable sources of energy during period of low demand. This stored energy can then be used in peak periods of high demand (Hadjipaschalis et al., 2009).

2.2. Electrochemical sensors

An overview of analytical chemistry development demonstrates that electrochemical sensors represent the most rapidly growing class of chemical sensors. A chemical sensor is defined in Eggins (2002) as a device which responds to a particular biological analyte or chemical species in a selective way through a chemical reaction and can be used for the qualitative and quantitative determination of the analyte. Ideally, a chemical sensor provides a certain type of response directly related to the quantity of a specific chemical species. All chemical sensors consist of a transducer, which transforms the response into a detectable signal.
on modern instrumentation, and a chemically selective layer, which isolates the response of the analyte from its immediate environment (Janata, 2001). Chemical sensors are categorised into electrochemical, optical, mass sensitive and heat sensitive depending on the type of transducer.

An electrochemical sensor is a device that transforms electrochemical information into an analytically useful signal. Electrochemical sensors usually composed of two basic components, a chemical (molecular) recognition system which is the most important part of a sensor and a physicochemical transducer which is a device that converts the chemical response into a signal that can be detected by modern electrical instrumentations. These two parts form a working (or sensing) electrode. A reference electrode and sometimes a counter electrode are also used in electrical measurements. Electrochemical sensors rely on the redox activity of a target analyte. A variety of electrochemical techniques exist, such as potentiometric, amperometric/voltammetry and coulometric. Electrochemical sensors combine the sensitivity and the selectivity within a small analytical device. Compared to conventional analytical methods (e.g., spectroscopy, chromatography) electrochemical sensors can be modified and adapted for the analysis of target analyte (Ozel et al., 2015; Ispas et al., 2012; Perry et al., 2009; Wilson & Amman, 2007). The choice of which electrochemical technique to adopt is based on knowledge of the analyte of interest as well as related contributing factors notwithstanding the desired outcome. Amperometric sensors exploit the use of a potential applied between a reference and a working electrode, to cause the oxidation or reduction of an electroactive species, and measured the resultant current. The performance of amperometric sensors is strongly influenced by the working electrode material. Consequently, much effort has been devoted to electrode fabrication and maintenance. Although classical electrochemical measurements of analytes started in 1922, when Heyrovsky invented the dropping mercury electrode, for which he received a Nobel Prize, solid electrodes constructed of noble metals and various forms of carbon have been the sensors of choice in recent years. The impressive progress in this area, and its growing impact on electroanalytical chemistry, is more recent. Research into electrochemical sensors is proceeding in a number of directions (Ciucu, 2014; Stradiotto et al., 2003). A number of critical design criteria that should be considered when designing and developing robust electrochemical sensors for environmental monitoring are listed in Table 1. These are especially true for the development of submersible sensors where microfabrication, portability, analytical response, sensitivity,
selectivity, biofouling, reversibility and power consumption issues are of major concern (Hanrahan et al., 2004).

<table>
<thead>
<tr>
<th>Table 1. Criteria for the design and development of electrochemical sensors for environmental monitoring (Brett, 2001).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macro vs. miniaturised fabrication design</td>
</tr>
<tr>
<td>Overall cost, simplicity/complexity of design</td>
</tr>
<tr>
<td>Robustness, reliability</td>
</tr>
<tr>
<td>Sensitivity and selectivity</td>
</tr>
<tr>
<td>Reversibility and stability</td>
</tr>
<tr>
<td>Speed</td>
</tr>
<tr>
<td>Artefact minimisation</td>
</tr>
<tr>
<td>Speciation capabilities</td>
</tr>
<tr>
<td>Automation, data acquisition</td>
</tr>
<tr>
<td>Single vs. multicom pound analysis capabilities</td>
</tr>
<tr>
<td>Low power consumption</td>
</tr>
</tbody>
</table>

2.3. Chemically modified electrodes

When considering an electrode designed for power generation, conversion or detection of analyte one is interested in the following desired attributes: (i) surface development (ii) improved electrocatalysis and sensitivity (iii) freedom from surface fouling and (iv) exclusion of side reactions that might compete with the studied electrode process. All of above mentioned are together hard to come by when only bare electrodes are taken into account. To overcome these limitations researchers started to experiment with new, often complex materials and dedicated catalysts. Using them they started to create so called chemically modified electrodes. Surface active compounds, present in a sample, may interfere to direct metal determination. Adsorption of organic matter onto the working electrode may hinder the diffusion of metal ions and thus diminish or eliminate the diffusion current and cause a nonlinear relationship between stripping current and deposition time. These substances may also adsorb on the electrode surface and disturb deposition of the analyte (Jia et al., 2007; Economou and Fielden, 2003).

Chemically modified electrodes (CMEs) represent a modern approach to electrode systems. Such deliberate alteration of electrode surfaces can thus meet the needs of many electroanalytical problems, and may form the basis for new analytical applications and different
sensing devices. The usefulness of the chemically modified electrodes is critically dependent on its ability to transduce a concentration or the nature of an analyte in a predictable and reproducible manner. However, it is to be expected that the response will depend on the preparation method of the chemically modified electrode, and in particular, factors such as surface coverage, film composition and morphology. The pioneering work in that field was presented by Lane and Hubbard (1973). Since that time the branch of electrochemistry studying these newly developed electrodes has seen remarkable growth, and numerous important results were achieved (Uslu et al., 2007). With the advent of nanotechnology various new materials such as carbon-based nanomaterials, metal and metal oxide nanoparticles, have emerged. There are various ways in which the CMEs can benefit analytical applications. These include the acceleration of electron transfer reactions, preferential accumulation or selective membrane permeation. Such steps can impart higher sensitivity, selectivity or stability (Baldwin and Thomsen, 1991; Murray et al., 1987).

2.4. Carbon based Electrodes in Electroanalysis

Carbon is the most commonly used electrode material for electroanalytical chemistry. It is available in a variety of forms: graphite, glassy carbon, carbon fibre, nanotubes, and amorphous powders. These traditional carbon electrodes are important in electrochemistry because of low cost, simple preparation methods, possibility of achieving large surface area, and a relatively wide potential window of water stability (Rao et al., 2005). Despite these advantages, they have several drawbacks such as fouling due to surface adsorption limiting their long term stability, inability to detect compounds that oxidise at high anodic potentials, not suitable for use in aggressive environments. Another allotropic form of carbon is diamond (Noked et al., 2011; Qureshi et al., 2009). Diamond is showing the typical sp\(^3\) structure of carbon atoms and graphite presenting a honeycomb sp\(^2\) configuration. Carbon possesses the ability to hybridise into sp, sp\(^2\) and sp\(^3\) configurations, depending on the bonding with neighbouring atoms. This possibility is due to the narrow band gap between 2\(_s\) and 2\(_p\) electron shells. These hybrid states are responsible for the different characteristics of various organic species, which open the possibility to fabricate a wide range of different carbon-based materials.
The union between the properties of sp² carbon and the unique behaviour of nanoscale compounds allows the production of carbon-based nanomaterials with distinct characteristics in terms of size, surface area, strength, optical and electrical properties (Wanekaya, 2011; Mauter and Elimelech, 2008). All these advantages make them suitable for the production of modified electrodes (Svancara et al., 2009; Wang, 2009). Carbon related materials offer great advantages as supports.

First, recent advances in the field have allowed the preparation of carbon nanostructures with well-defined porosities and high surface areas. Second, the carbonaceous surface can be conveniently modified through different approaches (e.g. ozonolysis, plasma, doping with heteroatoms, acid or basic treatment) to stabilise catalyst–support interactions (Tasis et al., 2006). Despite the conventional use of microporous carbons as supports for metal nanoparticles, there have been recent advances in the preparation of a range of carbonaceous materials as flexible supports (Huang et al., 2008; Wang et al., 2007). The principal carbon-based nanomaterials used for the modification of electrodes are fullerenes, graphene, nanofibers and nanotubes (Kochmann et al., 2012; Ratnac et al., 2011; Tessonnier et al., 2009; Gooding, 2005).

Fullerenes are composed only by carbon atoms in different structures, as hollow spheres, ellipsoids and tubes and they are applied in the electrochemical field particularly in amperometric enzymatic sensors.

Graphene is a single layer of graphite and it is classified as a zero-gap semiconductor with ballistic transport of charge carriers, electrons or holes. It can be easily functionalised and it presents very good thermal conductivity and stability, high surface-to-volume ratio and high electron transfer rate. Their electrochemical properties and applications to the sensoristic field will be discussed later in this chapter.

Nanofibers are usually synthesised by vapour-growth and are composed by graphene sheets hold together by Van der Waals forces, arranged as stacked cones, cups or plates around the fiber axis, presenting more reactive sites. They have an average diameter between 5 and 500 nm and their structure depends on the nature of the catalyst metal.

Nanotubes represent the most famous, but also the most debated carbon-based nanomaterial in electroanalysis. Budarin et al., (2008) have recently reported the preparation of a wide range of supported metal nanoparticles on a novel family of mesoporous carbonaceous materials called Starbon prepared from controlled carbonisation (under nitrogen atmosphere) of
mesoporous starch. Endo et al. (2003) have also described the preparation of Pt nanoparticles (<3 nm) using carbon-fiber-type materials and interestingly, a carbon cup-stack motif to effectively trap the growing nanoparticles between the cups. Platinum nanoparticles were observed inside and outside of the carbon-fiber structure.

Carbon nanotubes have also been investigated as supports for metal nanoparticles (Terrones, 2004; Wildgoose et al., 2006). Their intrinsic properties include high surface areas, unique physical properties and morphologies, high electrical conductivity and inherent size and hollow geometry that make them extremely attractive as supports for heterogeneous catalysts (Wang et al., 2008). For the purpose of this study more details will be based on graphene.

2.4.1. Glass-like carbon

Glass-like carbons are derived through the carbonisation, or thermal degradation, of organic polymers in inert atmospheres. The structure in Figure 3 is comprised of a structure of interwoven ribbons of the graphite structure. This structure means glassy carbon is a much harder form of graphite, and it is impermeable to liquids or gases. The resultant carbon has a glass-like appearance in the sense that is smooth, shiny and exhibits a conchoidal fracture. Because of its appearance, glass-like carbon has also been referred historically as vitreous carbon or glassy carbon. It is impermeable to gases and extremely inert, with a remarkable resistance to chemical attack from strong acids such as nitric, sulphuric, hydrofluoric or chromic and other corrosive agents such as bromine. Even when it does react with oxygen it only does so at high temperatures. Its rates of oxidation in oxygen, carbon dioxide or water vapour are lower than those of any other carbon. It has a hardness of 6 to 7 on Mohs scale, a value comparable to that of quartz. X-ray diffraction studies have shown that glass-like carbon presents an extremely small pore size of a closed nature and an amorphous structure (Iwashita et al., 2004).

Glass-like carbon also has a wider electrochemical stability window than platinum and gold, which makes it ideal in electrochemistry experiments. Even when the overall properties of the resulting carbon depend on the nature of the precursor used, they do not change very significantly and the above values could be employed as an initial reference. A consensus on the crystalline structure of glass-like carbon has not been reached yet. The most widely accepted
model is the one that considers this type of carbon as made up of tangled and wrinkled aromatic ribbon molecules that are randomly cross-linked by carbon covalent bonds. The ribbon molecules form a networked structure, the unit of which is a stack of high strained aromatic ribbon molecules. Such structure of crystallites reflects the features of thermosetting resins structure which are commonly used as precursors for glass-like carbons. This model explains the high variety of experimental results obtained so far on glass-like carbons including its impermeability, brittleness and conductivity (Dekanski et al., 2001).

Figure 3. Structural model of glass-like carbon as proposed by Jenkins in 1971. This model is able to explain most of the properties exhibit by glass-like carbon up to this day (Craig et al., 2006).

2.4.2. Screen printed electrode (SPE)

Screen-printed electrodes are complete electrochemical cells (Figure 4), since they are usually composed by three electrodes: a working electrode of the desired material, a pseudo-reference electrode, usually of silver, and a counter electrode, normally of carbon.
Screen-printed electrodes (SPEs) are increasingly being used for inexpensive, reproducible and sensitive disposable electrochemical sensors for determination of trace levels of pollutant and toxic compounds in environmental and biological fluids sample (Wring et al., 1991). A disposable sensor has several advantages, such as preventing contamination between samples, constant sensitivity and high reproducibility of different printed sensors (Kim et al., 2002). SPEs can be designed in different ways and configurations, according to specific aims, for example with two working electrodes or as array of electrodes. These devices present several advantages with respect to conventional bulk electrodes: easiness of use, low cost, good precision and accuracy, high sensitivities and low detection limits, portability, disposability, the possibility to work with small amounts of samples and the adaptability to specific target analytes (Metters et al., 2011). Screen-printed electrodes (SPEs) may also constitute an interesting, reliable and low-cost choice to be used as electrochemical detector for chromatography, particularly high performance liquid chromatography (HPLC). They can also be modified with various types of compounds, such as nanomaterials, metal nanoparticles, mediators and metal oxide, like bismuth oxide, paving the way for interesting potential applications in clinical and environmental fields, in aqueous or non-aqueous solvents. SPEs find application in routine water quality tests, for the monitoring of pH, dissolved oxygen, nitrite and phosphate, in environmental
pollutant analysis of organic compounds, such as phenols, pesticides, herbicides and poly-aromatic hydrocarbons (Li et al., 2012). The determination of heavy metals, such as Pb(II), Cd(II), Hg(II) and As(III), gas pollutants (CO, NOx and VOCs) and in the medical field for the detection of bacteria, drugs and antibiotic residues (Laschi et al., 2000; Alvarez-Icaza and Bilitewski, 1993). In this thesis, screen-printed carbon electrodes and glassy carbon electrode were studied to find sensitive electroanalytical methodologies for the determination of various organic and inorganic pollutants in environmental samples.

2.4.3. Graphene

Graphene has become the focus of an extensive collection of experimental and theoretical studies. Early work focused on graphene as the base unit of graphite, and more recently graphene has garnered further attention as the structural basis for fullerenes and carbon nanotubes (Ajayan, 1999; Saito et al., 1998; Dresselhaus et al., 1996). However, for decades graphene was perceived primarily as a structure for academic treatment of other, practical materials. It was predicted, and almost universally agreed, that such two dimensional materials as graphene could not exist in a stable form in isolation from bulk support structures. The benefits of graphene are many and the limitations few, but one fundamental property which limits the widespread introduction of graphene electronic devices is the absence of an electronic band gap (Neto et al., 2009; Chen et al., 2008; Geim et al., 2007). Graphene, with zero energy gap between the highest occupied molecular orbit and the lowest unoccupied molecular orbit (HOMO-LUMO), offers a unique two-dimensional (2-D) environment for fast electron transport and has potential applications in electronic devices (Chen et al., 2009, Novoselov et al., 2004). Other consequences of the band structure is the opacity which is wavelength independent (Nair et al., 2008), and thermal conductivity (Yu et al., 2007). The four edges of a graphene sheet provide significant number of centres for fast heterogeneous electron transfer when compared to single-walled carbon nanotubes (SWCNTs) for which heterogeneous electron transfer occurs only at the two ends of the nanotube (Chen et al., 2009; Pumera, 2009). Consequently, graphene sheets may have wider applicability in electrochemistry (Stoller et al., 2008). The properties of graphene are very interesting, including very large surface area (at 2630 m²/g, twice of single-walled carbon nanotubes), high mechanical strength (200 times greater than steel), high elasticity and thermal
conductivity (Stoller et al., 2008). The widely accepted mechanism for the synthesis of inorganic nanostructures decorated graphene is the attraction of the positively-charged metal ions by the polarised bonds of the functional groups on the graphene oxide (GO). The attachment of the metal ions to the surface and edges of the GO results in a redox reaction and the formation of nucleation sites. Eventually it leads to the growth of nanostructures on the 2-D graphene sheets (Stoller et al., 2008).

2.4.3.1. Origin and development of Graphene

Graphene and Graphite are the two-dimensional layer consisting of sp² hybridised carbon atoms in hexagonal configuration found in pencil lead. Graphite is a layered material formed by stacks of graphene sheets separated by 0.3 nm and held together by weak van der Waals forces. The weak interaction between the sheets allows them to slide relatively easily across one another. This gives pencils their writing ability and graphite its lubricating properties, however the nature of this interaction between layers is not entirely understood. The experimental work that predates the mainstream introduction of graphene to the scientific community in 2004, and the manner in which this work has evolved to create the recent flurry of activity surrounding the study of monolayer, bilayer, and trilayer graphene. Graphene is a single layer graphite material with very interesting electronic properties, including very large surface area (at 2630 m²/g, twice of single-walled carbon nanotubes), high mechanical strength (200 times greater than steel), high elasticity and thermal conductivity (Stoller et al., 2008). In general; graphene is now well known for its possible applications in various fields. Furthermore, the oxidised rings of functionalised and defective graphene sheets contain abundant C–O–C (epoxide) and C–OH groups, while the sheets are terminated with C–OH and −COOH groups (Yang et al., 2009, Wang et al., 2008). Nevertheless, several of these applications are still not feasible due to the challenges in the large scale production of pure graphene sheets. Defects of graphene may change its electronic and chemical properties (Boukhvalov, 2008). The functionalised and defective graphene sheets are more hydrophilic and can be easily dispersed in solvents with long-term stability. Moreover, they are more easily produced in mass quantities as compared with the carbon nanotubes. They may be used to prepare some novel graphene-based nanocomposite films, which could facilitate the
further manipulation and processing of these materials for developing novel electronic devices, such as chemical sensors and biosensors (Paredes et al., 2008).

2.4.3.2. Synthesis and Surface Sensitive Electronic Properties

The properties of graphene suggest several exciting electronic applications including high-frequency oscillators, field effect transistors, transparent flexible touch screens, and solar energy processing panels (Guo et al., 2011; Watcharotone et al., 2007; Berger et al., 2004). Potential advanced material applications include mechanically robust and yet light-weight material applications including hydrogen visualisation templates for transmission electron microscopy (TEM), components of satellites and aircraft technology. The breaking strength of graphene is more than 100 times greater than that of steel. From an electrical aspect, the carrier mobility of graphene at room temperature is more than 100 times higher than that of silicon. Furthermore, graphene is an ultra-wide-band optical material that interacts strongly with light of a widerange of wavelengths. These properties of graphene suggest that various applications are possible. Its typical properties are summarised in Table 2. As graphene presents so many unique physical properties, how to produce such material has become a critical issue. Currently, graphene has mainly been made by three different methods. The first is micromechanical exfoliation. Based on the results reported to date, it has been suggested that graphene represents a promising material for electro-analytical applications due to its high electrical conductivity and ability to promote rapid electron transfer. However, it should be noted that recent studies by Goh and Pumera (2010) suggest that graphene modified electrodes do not provide significant advantages over graphite microparticle modified electrodes for electro-analytical applications in terms of either sensitivity or reproducibility. Excellent electrochemical performance has been attributed to the high density of edge-plane-like sites or defects in graphene and a density of state argument, which also is said to apply to carbon nanotubes (Mcreery, 2008). Studies by Pumera and co-workers suggested that the presence of oxygen containing functional groups also may affect the activity of graphene modified electrodes (Pumera et al., 2009). The conclusion of high electrochemical activity of graphene has been reached largely on the basis of observation of small peak to peak separations, low overpotentials, and large currents detected in transient cyclic voltammograms, and assuming that theories based on the semi-infinite linear diffusion mass
transport model are applicable. Early work on the synthesis and etching of graphene nanostructures came from the laboratory of Sumio Iijima, who would later be credited with the discovery of carbon nanotubes (Gupta, 2014). In early studies of few-layer graphene by Iijima and co-workers (Iijimi et al., 1991). Graphene has been synthesised in various ways and on different substrates. One interesting method for synthesis of graphene conductor sheets is based on (chemical, physical or electrochemical preparation) insulator graphene oxides as precursor to form graphene conductor structures properties of graphene according to the methodology employed in their fabrication (Kosynkin et al., 2009). Several studies emphasised changes in structural scientifically clear understanding of the different methods for graphene synthesis is essential to realize the optimum potentiality of graphene in a large variety of its applications. The size and quality of the graphene produced depends on the techniques used and the next subsections are devoted to some of the commonly used methods, their merits and demerits. Chemical reduction of GO is one of the established procedures to make graphene in large volume. Many primary products with either high conductivity or good solubility have been made by chemical reduction, intercalation, or thermal annealing, but most of these procedures create either highly functionalised materials (~3% heteroatom except C and O) or materials with a surface polymer coating (Gao et al., 2009).

Table 2. Properties of graphene (Hibino, 2012).

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Comparison with other materials</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breaking strength</td>
<td>42 Nm⁻¹</td>
<td>More than 100 times greater than steel</td>
<td>Lee et al., 2008; Royal Swedish Academy of Sciences, 2010</td>
</tr>
<tr>
<td>Elastic limit</td>
<td>~20%</td>
<td></td>
<td>Kim et al., 2009</td>
</tr>
<tr>
<td>Carrier mobility at room</td>
<td>200,000 cm²V⁻¹s⁻¹</td>
<td>More than 100 times higher than Si</td>
<td>Chen et al., 2008</td>
</tr>
<tr>
<td>temperature</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity</td>
<td>~5000 Wm⁻¹K⁻¹</td>
<td>More than 10 times higher than Cu</td>
<td>Ghosh et al., 2010</td>
</tr>
<tr>
<td>Maximum current density</td>
<td>&gt;108 Acm⁻²</td>
<td>~100 times larger than Cu</td>
<td>Murali et al., 2009</td>
</tr>
<tr>
<td>Optical absorption coefficient</td>
<td>2.3%</td>
<td>~50 times higher than GaAs</td>
<td>Bao and Loh, 2012; Nair et al., 2008;</td>
</tr>
</tbody>
</table>
2.4.3.3. Graphene Fabrication

On papers, graphene has therefore existed for a long time as a theoretical building block for other graphitic materials. However, it was predicted, and therefore for a long time believed, that a 2D crystal like graphene could not be stable at room temperature (Geim et al., 2007). The most common method of graphene fabrication is exfoliation which finds its roots with a technique that has been around for centuries – writing with a graphite pencil. By writing with a pencil you create many graphene sheets spread over your paper. Unfortunately this method is uncontrollable and you are typically left with many sheets of varying thicknesses. If you want to study a single graphene sheet you need to locate it. The problem amounts to trying to find a needle in a haystack. A way around this problem was solved by Andre Geim’s group in Manchester (Novoselov et al., 2004; Geim et al., 2004). By gently rubbing or pressing a freshly cleaved graphite crystal on oxidised silicon wafer graphene flakes with the correct thickness of oxide, single atomic layers are visible under an optical microscope due to thin film interference effects (Hill et al., 2007; Jiang et al., 2005). This technique simplifies the process of finding single graphene sheets but obviously limits this fabrication scheme to devices for research purposes. For the case of suspended graphene sheets, this process may take ~1 hour to find relatively thin ~1-5 nm thick suspended graphene devices but could take several days or weeks to find a suitable single suspended layer. There are recent attempts to improve the quality and yield of exfoliation techniques. These include stamping methods which use silicon pillars to transfer graphene flakes and electrostatic voltage assisted exfoliation which uses electrostatic forces to controllably separate graphene from bulk crystals (Liang et al., 2007). These are very recent developments and only time will tell whether they yield significant improvement over standard exfoliation. Another common graphene fabrication technique is to disperse graphene from solution (Hwang et al., 2007). In this method graphite flakes are sonicated in a solution and then dispersed onto a wafer. An atomic force microscopy (AFM) is used to locate individual sheets making this technique very time consuming relative to the optical detection scheme. Long sonication times are needed to break the graphite down and this typically results in small flakes. Recently a similar technique was used to fabricate graphene ribbons with nanoscale widths (Wang et al., 2008). One of the difficulties in dispersing graphene from solution is separating the
layers without breaking them. Away around this is to intercalate the graphite and dissolve it in a solvent. When the intercalant dissolves it separates the graphene sheets. This technique was shown to work effectively for graphene oxide. However, the success of similar techniques on graphene is limited due to the chemistry required to keep individual graphene sheets from aggregating in solution. The technique which currently seems to have the greatest potential for mass production is the direct growth of graphene. Typically this is accomplished by heating a SiC wafer which results in the partial graphitisation of the upper layer (Song et al., 2004). However, controlling the number of layers as well as the grain sizes is difficult with this technique limiting the mobilities achieved so far with this form of graphene (Song et al., 2006). Furthermore, isolating single sheets is problematic and additional lithography is required to pattern electrostatic gates on top of the graphene. Making suspended mechanical structures from grown graphene has yet to be demonstrated. Chemical vapour deposition (CVD) and molecular beam epitaxy (MBE) are two other potential routes to graphene growth. For the time being, exfoliation remains the preferred method for most of the experimental research groups around the world. However, as in diamond, wide spread applicability of graphene is limited by the crude and time consuming methods currently used to fabricate and isolate single graphene sheets. The research community is currently in need of a reliable and reproducible graphene fabrication method if graphene is ever to move beyond being a laboratory curiosity. Figure 5 illustrates the carbon structures contructed from graphene.

![Figure 5. Hybridisation states of carbon structures that could be constructed using graphene (Yang et al., 2013).](image)

2.5. Application of graphene in electrochemical Sensing
Graphene is also promising for photonics devices such as modulators and photodetectors. In general, the range of potential applications is very wide and includes sensors, interconnects, capacitors, heat dissipaters, gas barriers, and membranes as seen in Figure 6.

Figure 6. Overview of applications and properties of graphene (Hibino, 2012).

Graphene exhibits improved electrochemical response when compared with other electrodes such as glassy carbon electrodes, graphite and CNTs. Zhou et al. (2009) have shown that graphene exhibits a wide electrochemical potential window of ca. 2.5V in 0.1M phosphate buffered saline solution (PBS) at (pH = 7.0). Other groups have explored the electrochemical properties of reduced graphene oxide (rGO) and graphene-based nanomaterials (Wang et al., 2009; Zhou et al., 2009). These studies used different probes such as nucleic acids, potassium ferricyanide, dopamine and acetaminophen. Carbon nanotubes have shown the ability to detect gases when decorated with nanoparticles (Sippel-Oakley et al., 2005; Star et al., 2004; Kong et
Graphene-based sensors also exhibit an electrical response to gaseous CO, H$_2$O, NO$_2$, and NH$_3$. Sensors based on graphene operate by measuring a change in resistivity resulting from the adsorption of gas molecules (Schedin et al., 2007). Robinson and co-workers demonstrated a molecular sensor based on rGO capable of detecting toxic gases at parts per billion (ppb) sensitivity. In comparison to CNT-based sensors, rGO-based sensors show similar performance with greatly reduced noise (Robinson et al., 2008). Detection of organic vapours like nonanol, octanic acid, and trimethyl amine was reported by Dan et al. (2009). Furthermore, Schedin et al. (2007) achieved single molecule detection with an electrical sensor made of few-layered graphene.

2.5.1 Graphene as a Biosensor

The same mechanism allows graphene and its derivatives to be used in biosensors. Graphene nanocomposite materials have also served as a basis for constructing enzymatic biosensors. Huang and co-workers prepared a composite based on rGO, gold nanoparticles and catalase for use in an amperometric sensor for H$_2$O$_2$. This approach has similar detection limit (50 nM) and linear range (0.3-600 µM), but sensitivity is low (13.4 µA mM$^{-1}$, -0.3 V vs. SCE) (Huang et al., 2011). Two other reports confirm that gold nanoparticles improve detection limits and linear ranges (Fang et al., 2010; Zhou et al., 2010). The electrochemical response of hydrogen peroxide (H$_2$O$_2$) on an rGO electrode has been studied which resulted in improved performance compared to glassy carbon, graphite and CNTs (Takahashi et al., 2013). A similar effect was observed in the electrochemical behaviour of the small molecule reducing agent nicotinamide adenine dinucleotide (NADH) on graphene modified electrodes (Keeley et al., 2011; Tang et al., 2009). In both the cases, the superior electrolytic activity of graphene is attributed to the high density of edge-plane-like defective sites on graphene. The enhanced oxidation of NADH on graphene modified electrodes is strongly confirmed when compared with bare edge plane pyrolytic graphite electrode (EPPGE). High density of the edge-plane-like defective sites contributes to enhanced oxidation/reduction of biomolecules. A multilayer graphene nanoflake film electrode demonstrated highly resolved simultaneous detection of uric acid, ascorbic acid, and dopamine with the detection limit as low as 0.17 µM (Zhou et al., 2009).
It was reported that graphene exhibited better sensing capability of dopamine than CNTs in resolving ascorbic acid, dopamine, and serotonin (Alwarappan et al., 2009). In a similar study, graphene exhibited high sensitivity to dopamine with a linear range of 5–200 µM and a better performance compared to multiwalled CNTs (Wang et al., 2009). This performance is attributed to high conductivity, large surface area, and π-π bond interaction between dopamine and graphene.

2.6. Nanomaterial

2.6.1. Nanoparticle

Over the last three decades nanoparticles have received an increasing amount of research interest. Metal nanoparticles (NPs) find widespread application as a result of their unique physical and chemical properties. NPs have generated considerable interest in catalysis and electrocatalysis, where they provide a high surface area to mass ratio and can be tailored to promote particular reaction pathways. The activity of NPs can be analysed especially well using electrochemistry, which probes interfacial chemistry directly (Kleijn et al., 2014). The use of NPs or nanoscale electrodes in electrochemistry has been the subject with a focus on electroanalysis, nanoscale electrodes and nanopores] or NP synthesis (Oja et al., 2013; Zhang et al., 2012, Rassaei, et al., 2011).

Nanostructured materials have potential application in many other areas such as biological detection, controlled drug delivery, low-threshold laser, optical filters, microelectronics, magnetic devices, electronics, and various sensor applications, among others (van der Horst et al., 2015; Kostoff et al., 2008; Andrievskii, 2003). This is due to the unique size dependent properties of nanoparticles, which are often thought of as a separate and intermediate state of matter lying between individual atoms and bulk material. The properties of nanoparticles arise as a consequence of the confinement of the electron wavefunction and of the extremely high proportion of surface atoms, both of these factors are directly dependent on the size of the nanoparticle (Nicolais and Carotenuto et al., 2005). Indeed the possibilities to control the properties, by tuning the size of the nanoparticle, has constant physical properties regardless
of mass, nanoparticles offer unique opportunities for control by varying the diameter and have manipulated electronic, magnetic and optical properties. These effects arise because the energy levels for small particles are not continuous, as in bulk materials, but discrete, due to confinement of the electron wavefunction. Nanoparticles of a large range of transition metals and metal oxides have been found to exhibit advantageous size dependent catalytic properties and being investigated intensively. The shape, coordination and stabilisation of these nanoparticles have been found to affect the catalysis and are therefore also the subject of much current research. As with many other applications of nanoparticles, catalysis often requires a suitable support/substrate for the nanoparticles. This should ideally provide a convenient means to utilise the nanoparticles, while protecting them from aggregation and allowing simple recovery. A key aspect to the study and employment of NPs as electrocatalysts is the preparation and characterisation of nanoparticulate electrodes, which often consist of NPs dispersed on a (typically non-electrocatalytic) support material. In such electrodes, the NP support plays a number of roles. First and foremost, from a practical point of view, the support electrode acts as a conductive bridge, contacting the NPs to an external electronic circuit. Second, the support acts to disperse the NPs, to limit agglomeration, and maintain the high surface-to-volume ratio desired. Finally, the interaction between the support material and the NPs can be employed to modify the electrocatalytic activity of the NPs (Kleijn et al., 2014; Hayden et al., 2007). There is therefore currently much interest in finding effective methods of producing supported nanoparticle catalytic materials using substrates such as inorganic oxides, alumina, silica and titania, as well as polymers (Prasad, 2004; Heilmann, 2003; Shipway et al., 2000). Supported nanoparticles can be confined by porous materials, polymeric networks, carbon nanotubes, or polyelectrolytes. Confined nanoparticles benefit from this high colloidal stability and can be separated from the reaction medium on demand (Campelo et al., 2009; Wildgoose et al., 2006). By employing a core-shell structure it is possible to combine the properties of the core e.g. optical, or magnetic properties with the properties of the shell e.g. stimuli responsiveness, or improved stabilisation of nanoparticles. For example, if magnetic particles are used as core, they can be easily removed after the reaction by utilising their magnetic properties (Du et al., 2011; Wu et al., 2010).

2.6.2. Nanocomposite
Assemblies of different materials that form an entity in the nanometer range are often referred to as nanocomposites. Nanocomposite is defined as a composite materials having more than one phase and at least one dimension of at least one component in the nanometer size scale (< 100 nm. Although the term nanocomposite represents a new and exciting field in material science and technology, the nanocomposites have actually been used for centuries by nature. Using natural materials and polymers such as carbohydrates, lipids and proteins, nature makes strong nanocomposites such as bones, shells and wood (Hussain et al., 2006; Ajayan et al., 2003). However, in recent years the characterization and control of structures at the nanoscale have been studied, investigated and exploited by the learning from the natural surroundings.

Nanoparticle mixed with conventional polymers, metal oxides, or metals, resulting in a special class of hybrid material known as nanocomposites. Nanocomposites are basically a mixture of two immiscible materials in which at least one has nanoscale dimensions. They can be fabricated not only with different nanostructured materials but also with various biomolecules and polymers to possess unique hybrid properties characteristic of neither the incorporated component nor the host matrix. Furthermore, based on the nanomaterials dimensional morphology, nanocomposites can be classified as 1-D, 2-D, and 3-D structures (Alexandre and Dubois, 2000). When the three dimensions are of the order of nanometres, we are dealing with isodimensional nanoparticles, such as spherical silica nanoparticles obtained by in situ sol-gel methods or by polymerisation promoted directly from the surface, but which also can include semiconductor nanoclusters and other structures. Due to their large aspect ratios (i.e., size-to-volume ratios), submicrometer size, and unique properties, nanosensors, nanoprobes, and other nanosystems are revolutionising the fields of chemical and biological analysis.

Graphene nanocomposites were often decorated with metals such as palladium and platinum resulting in sensors for hydrogen. Zhang and co-workers reported on the use of plain reduced graphene oxide (rGO) for hydrogen sensing with a resistance measurement, but the sensitivity was poor yielding a signal change of only 0.4% R/R0 for 500 ppm hydrogen (Zhang et al., 2011). If rGO is combined with a conductive polymer such as polyaniline, the sensitivity is enhanced by a factor of 10 compared to rGO only. The signal change is 3.9% (R/R0 units) for 600 ppm of hydrogen, and 12.9% (R/R0) for 0.5% hydrogen. Kumar and co-worker used a palladium-platinum alloy on rGO for their resistance measurements to improve response and recovery times of the respective hydrogen sensor (Kumar et al., 2011). Compared to a similar
method reported by Lange et al. (2011), response times are reduced to 2-20 s, but the signal response is decreased (only 4.3% R/R0 for 2% H2). Kaniyoor et al. (2011; 2009) have combined multi-walled carbon nanotubes with rGO (1:1 w/w) and decorated this material with platinum nanoparticles. This increases the response to 1-5% hydrogen by a factor of 2 compared to platinum decorated nanotubes. Such sensors work at temperatures up to 160 °C. Yi et al. (2011) reported on a sensor based on ZnO nanorods and graphene on metal foils for conductive sensing of vapors. Gong et al. (2010) have developed a nanocomposite consisting of rGO protected by poly(vinyl pyrrolidone), chitosan and gold nanoparticles for sensing Hg^{2+} by anodic stripping voltammetry. This sensor has a sensitivity of 708.3 ppb, and its detection limit (6 ppt) is far below the guideline value of drinking water set by the WHO (1 ppb).

Catalysis, separation, sorption, and fuel cells are other important fields for nanocomposite applications. The constituents of nanocomposites include various nanofillers such as nanoparticles, nanowires, and nanotubes of materials such as metal oxides, polymers, carbon, noble metals, and others. Because the constituents of nanocomposites have different structures, composition, and properties (electrophysical, optical, catalytic, etc.), they serve various functions. Thus, materials built from them can be multi-functional. Thus, applications utilising nanocomposites may have clear advantages over those utilising homogeneous materials (Ajayan et al., 2003). Depending on the type of filler, i.e., thenanoscale material of the nanocomposites, for sensing applications they are divided into metal oxide based nanocomposites, polymer-based nanocomposites, carbon-based nanocomposites, and metal-based nanocomposites. Moreover, nanocomposites offer useful new properties compared to conventional materials. Therefore, nanocomposites are generally used when a combination of properties is required that cannot be found in a single material. For example, by combining an organic polymer with an inorganic material, the properties of the polymer, i.e. flexibility, toughness, and processibility, and the properties of the inorganic material, i.e., hardness, good chemical stability, better barrier properties, and brittleness, one can produce a composite which will have all these properties. For example, the conventional micro-composite approach as applied to enhance polymer properties uses micro sized clay particle aggregates as filler to reinforce the polymer. However, the mechanical properties of the individual micrometre-size layered particles of clay do not function reactively in these systems.
In addition, such composites can lose optical transparency. The nanocomposite approach gives much better results. The use of nanosized particles strongly improves the mechanical properties of polymers. Moreover, because the size of the individual clay particles in these systems is much smaller than the wavelength of visible light, these nanocomposites are optically clear and transparent (Gao, 2004). Therefore, interfaces in nanocomposites play an important role in the overall properties of the system. Moreover, special properties of nanocomposite materials often arise from interactions between phases at the interfaces.

2.7. Nanoparticle in electrochemical sensor design.

Nanoparticles constitute a crucial and technology intensive area of research and development in the burgeoning field of nanotechnology. The attraction of nanoparticles lies in the myriad attractive characteristics which can be achieved by reducing suitable materials from the bulk to the nanometre size, these characteristics ranging from increased surface/volume ratio to novel quantum confinement effects. Examples of property enhancements include magnetic, optical, biosensing, thermoelectric, semiconducting and catalytic, energy storage and thermal properties. Industries that are interested in novel nanoparticles include data storage, plasmonic, photonic, microelectronic, energy, pharmaceutical, biomedical, and cosmetics. An interesting aspect of nanoparticles is the wide range of materials classes in which nanoparticles are useful including semiconductor, dielectric, and metallic, ceramic, composite and polymer nanoparticles. In the last decades, nanostructured materials have received much attention due the possibility to develop new architectures applied in electrochemical sensing and biosensing devices due to their unique chemical and physical properties (Lost et al., 2011).

Many kinds of nanoparticles, such as metal, oxide and semiconductor nanoparticles have been used for constructing electrochemical sensors and biosensors, and these nanoparticles play different roles in different sensing systems. The important functions provided by nanoparticles include the immobilisation of biomolecules, the catalysis of electrochemical reactions, the enhancement of electron transfer between electrode surfaces and proteins, labelling of biomolecules and even acting (Luo et al., 2006). Although these nanoparticles play different
roles in different electrochemical sensing systems based on their unique properties, the basic functions of nanoparticles can be mainly classified as:

- immobilisation of biomolecules,
- catalysis of electrochemical reactions,
- enhancement of electron transfer,
- labelling biomolecules,
- acting as reactant.

The roles that different nanoparticles have played in electrochemical sensor systems are summarised in Table 3.

Table 3. Different functions of nanoparticles in electrochemical sensor systems (adapted from Luo et al., 2006).

<table>
<thead>
<tr>
<th>Functions</th>
<th>Properties used</th>
<th>Typical nanoparticles</th>
<th>Sensor advantages</th>
<th>Typical examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomolecule immobilised</td>
<td>Biocompatibility</td>
<td>Metal nanoparticles</td>
<td>Improved stability</td>
<td>Antibody</td>
</tr>
<tr>
<td>Immobilisation nanoparticles</td>
<td>large surface area</td>
<td>(Au, Ag); Oxide</td>
<td></td>
<td>onto Au remains stable for 100 days (Zhuo et al., 2005)</td>
</tr>
<tr>
<td>Catalysis of Reactions</td>
<td>High surface energy</td>
<td>Metal nanoparticles</td>
<td>Improved sensitivity and selectivity</td>
<td>H$_2$O$_2$ sensor based Prussian Blue Nanoparticles (Fiorito et al., 2005)</td>
</tr>
<tr>
<td>Enhancement of electron transfer glucose</td>
<td>High surface tiny dimensions</td>
<td>Metal nanoparticles</td>
<td>Improved sensitivity; direct electrochemistry of proteins</td>
<td>Electron transfer rate oxidase enhanced of 5000 s$^{-1}$ for oxidase enhanced by gold nanoparticles (Xiao et al., 2003)</td>
</tr>
<tr>
<td>Labelling Biomolecules nanoparticles</td>
<td>Small size modifiability</td>
<td>Semiconductor nanoparticles (CdS, PbS); metal nanoparticles (Au, Ag);</td>
<td>Improved sensitivity; indirect detection</td>
<td>DNA sensor labeled with Ag achieves detection of 0.5 pM (Cai et al., 2002)</td>
</tr>
<tr>
<td>Acting as Reactant</td>
<td>Chemical activity</td>
<td>Oxide nanoparticles</td>
<td>New response mechanism</td>
<td>Lactate biosensor with MnO$_2$ na50 times more nanoparticles response50 times more sensitive than without (Xue et al., 2005)</td>
</tr>
</tbody>
</table>

2.8. Flexible metal nanoparticle films
In the past several years, metal nanoparticles (NPs) are of great scientific interest because they effectively bridge between bulk materials and atomic/molecular structures (El-Sayed, 2004; Schmid and Corain, 2003; Brust and Kiely, 2002; McConnell et al., 2000; Shipway et al., 2000a; Zhang, 1997). The electronic properties of metal NPs are neither those of bulk metal nor those of molecular compounds. Instead, they are dominated by collective oscillations of free electrons (so-called surface plasmon resonances), which depend not only on the material’s electron density but also on the particles size and shape and on the distance between close-neighbour particles (Schmid and Corain, 2003; Shipway et al., 2000a; Landman et al., 1992). In particular noble metal nanoparticles (e.g., Au and Ag) have generated extensive interest due to their unique electronic, optical and catalytic properties. Alignment of metal nanoparticles into thin films is of great importance for diversified applications. Metal nanoparticles have a large surface-area-to-volume ratio as compared to the bulk equivalents, making them particularly attractive candidates for catalytic applications. Their main features also include a unique transition between molecular and metallic states (providing a local density of states (LDOS)), a short-range ordering and increasing number of kinks, corners and edges (Guo et al., 2006). Furthermore, recent advances in controlling the particle size and shape have opened the possibility to optimise the geometry of the particles for enhanced activity, providing the optimum size and surface properties for specific reactions. Decreasing metal cluster or nanoparticle size also results in an increase in the available surface of the system. The relationship between this surface, intraparticle metal–metal bonding, the particle shape and atom-packing geometry ultimately determines the efficacy of these nanoparticles in their catalytic applications (White et al., 2008).

2.9. Synthesis of metallic nanoparticles

Metal nanoparticles (NPs) can be easily synthesised, and many different types are commercially available. Nanoparticles with controlled size and shape can be synthesised either by physical methods such as vapour deposition and laser ablation or by chemical methods (Zabet-Khosousi and Dhirani, 2008; Burda et al., 2005; Masala and Seshadri, 2004). There are various liquid phase methods for preparing NPs such as the chemical reduction, sol-gel, and reversed
micelle, hot-soap, pyrolysis, and spray pyrolysis methods. We will focus on the chemical methods, since they can easily provide NPs capped with organic ligands. Metal NPs, independently how they have been synthesised, is stabilised by a “protective layer”. In the case of synthesis without stabilising agent the protective layer is made by the electric double layer (electrostatic stabilisation) which gives stable dispersion but very dilute. With such kind of stabilisation it is very difficult to extract the particles and redisperse in another solvent. It is necessary to use polymers as steric capping agent for obtaining colloidal solution with higher concentration and for extracting the NPs (Okuyama et al., 2004). This has fuelled investigation into the preparation of metal polymer nanocomposites. These composites most commonly take the form of thin polymer films or powders, as this is normally the simplest structure to prepare, and also good for exploiting the desired properties. Preparation techniques can be classified as in situ and ex situ methods.

2.9.1. Ex situ synthesis

In the ex situ process, the metal NPs are prepared first, traditionally by the controlled precipitation and concurrent stabilisation of the incipient colloids. This can be done by the reduction of a metal salt dissolved in an appropriate solvent, often containing a polymer stabiliser. Alternatively, it can be prepared by controlled micelle, reverse micelle, or micro-emulsion reactions. The particles produced by these methods are often surface modified to prevent aggregation, either covalently by metal-thiol bonds or by coating with a suitable polymer shell. These particles then need to be introduced into polymers. This is accomplished by mixing with a solution of the polymer, or monomer, which can then be spin cast etc., according to standard polymer processing techniques. However, this method is limited by problems of dispersion. It is necessary to surface modify the particles, therefore altering their properties, in order to disperse them. Even with this step it is difficult to produce well dispersed composites, and ascertain degree of aggregation remains. Also, this route is limited to compatible polymer-particle-solvent systems (Nicolais and Carotenuto, 2005; Goia, 2004; Hutter, 2004; Carotenuto and Nicolais, 2003).
2.9.2. *In situ* synthesis

In the *in situ* methods the monomer is polymerised, with metal ions introduced before or after polymerisation. Then the metal ions in the polymer matrix are reduced, chemically, thermally, or by UV irradiation, to form NPs. The *in situ* methods that have been used for the manufacture of metal NPs polymer composites consist of much more varied techniques. *In situ* methods, though often less simple and straightforward as *ex situ*, are commonly considered to produce better quality and more controlled nanocomposite materials.

2.10. Stabilisation of nanoparticles

Although metal nanoparticles (NPs) are catalytically active, one major drawback of these particles is their tendency to agglomerate. No matter how they may have been created, nanoparticles generally require some form of stabilisation to prevent them from coalescing, agglomerating or aggregating, which can detrimentally affect their properties and application. To prevent aggregation various approaches are pursued to stabilise NPs. These stabilisers should not interfere with the catalysed reaction or block the surface of the catalyst. Furthermore, the catalyst should be easily removed from product after the reaction. The capping ligands play an important role in the synthesis of metal NPs. They can control the particles size and can stabilise them against aggregation. For example, molecules that bind strongly to the NP cores or that provide great steric hindrance can slow down the NPs growth, resulting in small NPs. However, the ligand molecules also greatly influence the physical and chemical properties of the resulting NPs including solubility, reactivity, stability and optical properties (Burda *et al.*, 2005). Therefore it would be desirable to be able to choose freely the NPs capping ligand. Indeed, it is possible to modify the capping ligands of the monolayer-capped nanoparticles (MCNPs) after the synthesis by a ligandsubstitution reaction (Hostetler *et al.*, 1999).

Homogeneously distributed NPs can be stabilised by electrostatic or steric approaches (Zahmakiran and Ozkar, 2011). Metal oxide NPs are more stable, but unprotected metal NPs are subject to strong attractive forces especially at short inter-particle distances. The NPs are attracted together by van der Waals forces and, because of their metallic lattice structure it can
easily coalesce. Capping the metal NPs with an organic monolayer can protect and stabilise them as well as enhance and tailor their surface sensitive properties. The design and successful preparation of monolayer-capped NPs (MCNPs), in which versatile molecular functionalities are used to influence the chemical characteristics. One method of stabilising NPs is simply to deposit, infuse or embed the NPs into a solid substrate/host material. This matrix must, of course, be suitable for the application that the NPs are intended for. However, if the nanoparticles are required or synthesis or use in solution, then other techniques must be used. The two possible routes for the stabilisation of NPs in solution are electrostatic stabilisation and steric stabilisation. The two stabilisation routes are illustrated in Figure 7.

![Figure 7. Electrostatic and steric stabilisation of nanoparticles (Balanta et al., 2011).](image)

2.10.1. Steric stabilisation

Steric stabilisation, also called polymeric stabilisation is a method widely used in stabilisation of colloidal dispersions and thoroughly discussed by Yu et al. (1998) and Duen and
Lieber (2000), though it is less well understood as compared with electrostatic stabilisation method. Polymeric stabilisation does offer several advantages over electrostatic stabilisation. Steric stabilisation is achieved by the coordination of sterically demanding molecules such as polymers, surfactants or ligands that act as protective shields on the metallic surface. Compared to electrostatic stabilisation mechanism, polymeric stabilisation offers an additional advantage in the synthesis of NPs, particularly when narrow size distribution is required. Polymer layer adsorbed on the surface of NPs serves as a diffusion barrier to the growth species, resulting in a diffusion-limited growth in the subsequent growth of nuclei. In this way, nanometallic cores are separated from each other and agglomeration is prevented (Figure 7). This can occur because of the electron deficient nature of the metal surface. Metal ions in the bulk of a lattice are commonly surrounded on all sides by the delocalised electrons in the structure. This leaves the metallic ions on the lattice surface, especially the curved surface of a nanoparticle, comparatively electron deficient. Therefore it is necessary for steric protecting agents to have suitable electron donating groups. These groups coordinate to the surface of the metal NPs. The main classes of protective groups are polymers and block copolymers, usually with P, N, O and S donors (e.g. phosphanes, amines, esters/ethers, thioethers), or solvents such as tetrahydrofuran and methanol that have electron rich groups. The steric protecting agent, in order to function effectively, must not only be attracted to the nanoparticle surface, but also be adequately solvated by the dispersing fluid (Volpe et al., 2003).

2.10.2. Electrostatic stabilisation

This method is often used in the more traditional routes to NPs synthesis, especially for well controlled particle size distribution. Each metallic NPs is surrounded by an electrical double layer, which causes repulsion between neighbouring NPs. This electrical double layer forms because of the attraction to the surface of the NPs of negative ions present in the solution. These negative ions are attracted to positive metal ions at the surface of the metallic lattice of the NPs. This helps to stabilise and control the growth of the forming NPs. The negative ions species can be byproducts of the metal feedstock (the metal salt), the reducing agent, or just species present in the solution. This Coulombic repulsion between the particles caused by the electrical double
layer formed by ions adsorbed at the particle surface (e.g. sodiumcitrate) (Bonnemann and Richards, 2009).

2.11. Nanofabrication methods

The fundamental processes used to achieve nanoscale structures, that are pivotal to this area of research, can generally be sorted into two groups, 'bottom-up' processes and 'top-down' processes (Figure 8). Top-down approach refers to slicing or successive cutting of a bulk material to get nanosized particles, whereas bottom-up techniques construct structures from smaller objects in a form of fabrication. An example of a top-down process is nanolithography, which includes both photolithography and electron beam (or "e-beam") lithography, a slower technique but with higher resolution than photolithography. Bottom-up techniques can be used to produce even smaller scale structures with greater resolution through the positioning of objects that are smaller than thenanoscale fabrication. Molecular self-assembly is a bottom-up technique that can generate structures with features of only a few nanometres over areas of hundreds of nanometres. The term "self-assembly" is reserved for the spontaneous formation of supramolecular architecture from its molecular constituents and is distinguished from selforganisation, which relates to structures formed in systems far from thermodynamic equilibrium (Barth et al., 2005).
2.11.1. Top Down

The top down method involves the systematic breakdown of a bulk material into smaller pieces using some form of grinding mechanism. This is advantageous in that it is simple to perform and avoids the use of volatile and toxic compounds often found in the bottom-up techniques. However, the quality of the NPs produced by grinding is widely accepted to be poor in comparison with the material produced by modern bottom up methods. The main drawbacks include contamination problems from grinding equipment, low particle surface areas, irregular shape and size distributions and high energy requirements needed to produce relatively small...
particles. Aside from these disadvantages though, it must be noted that the nanomaterial produced from grinding still finds use, due to the simplicity of its production, in applications including catalytic, magnetic and structural purposes (Hassel, 2014).

2.11.2. Bottom Up

The bottom up approach uses atomic or molecular feed-stocks as the source of the material to be chemically converted into larger NPs. This has the advantage of being potentially much more controllable than the top down approach. By controlling the chemical reactions, and the environment of the growing NPs, then the size, shape and composition of the NPs may all be affected. For this reason nanoparticles produced by bottom up, chemically based and designed, reactions are normally seen as being of higher quality and having greater potential for use in advanced applications. This has led to the development of a host of common bottom up strategies for the synthesis of NPs. Many of these general techniques can be adapted to be performed in gas, liquid, solid or even supercritical states, hence the applicability of bottom up strategies to a wide range of end products. Most of the bottom up strategies requires appropriate organometallic complexes or metal salts to be used as chemical precursors, which are decomposed or reduced in a controlled manner resulting in particle nucleation and growth (Hassel, 2014). One of the key differences that can be used to subdivide these strategies into different categories is the method by which the precursor is decomposed or reduced. It is beyond the scope of this thesis to describe the entire current and historical bottom up synthesis methods of NPs, as there are a great number of variations.

Instead, the thesis will describe the synthesis and method used for characterisation of NPsto provides a suitable overview, with specific attention being paid to graphene and antimony.

2.12. Antimony nanoparticles (SbNPs)

In the last six decades mercury (Hg) electrodes were the most extensively used for electrochemical stripping analysis of several metal ions and some selected organic species. However, due to the toxicity of Hg many other electrode materials have been suggested as
substitutes for Hg, e.g. different modifications of carbon, gold, platinum, silver, iridium, several alloys and amalgams etc. (Somerset et al., 2010). The successful application of bismuth has therefore naturally led to investigation of other elements with similar properties such as antimony, gallium and tin (Hocevar et al., 2007; Tyszczuk et al., 2007; Economou et al., 2005). Antimony is positioned above bismuth in group 15 of the periodic table, and is therefore a metalloid of more non-metallic character than bismuth. Both of them, and their alloys, are of interest because of their small effective mass and large mean-free length, which makes their nanostructures interesting for studying quantum confinement effects (Heremans et al., 2000; Huber et al., 2000). In addition, these nanomaterials are suggested to perform enhanced thermoelectric effect comparing with their bulk materials (Amy et al., 2003; Joseph et al., 2002). Recently, some studies involved the syntheses of antimony NPs. The synthesis was mainly based on the electrodeposition, the solvothermal, and self-assembled technique. However, it is still a challenge to develop a rapid technique to prepare antimony NPs. Antimony NPs can be manufactured using a facile electrochemical method. Bulk antimony electrode is dispersed under highly cathodic polarisation in different media at room temperature without the need for precursor ions or organic capping agents. The as-prepared antimony NPs have to be immediately transferred into Sb–Sb$_2$O$_3$ core–shell NPs during post treatment and characterisation as surface oxidation of antimony NPs by oxygen in the air occurs (Martin-Gonzalez et al., 2003).

In adsorptive stripping voltammetry (AdSV) the metal ions must be converted into stable complexes with adequate surface-active ligands to be adsorbed on the working electrode by means of a non-electrolytic process prior to the voltammetric scan, and the detection limit of AdSV is also usually better than that of ASV (Arancibia et al., 2012).

2.13. Nanoparticles characterisation techniques

One of the critical challenges faced currently by researchers in the nanotechnology and nanoscience fields is the inability and the lack of instruments to observe measure and manipulate the materials at the nanometre level by manifesting at the macroscopic level. In the past, the studies have been focused mainly on the collective behaviours and properties of a large number of nanostructured materials. Many great techniques are being used to characterise
nanocomposite. Characterisation is necessary to establish understanding and control of NPs synthesis and their applications. We discuss here some of the most important ones which are used on regular basis. Characterisation and manipulation of individual nanostructures require not only extreme sensitivity and accuracy, but also atomic-level resolution. It therefore leads to various microscopes that will play a central role in characterisation and measurements of nanostructured materials and nanostructures.

2.13.1. Optical Microscopes

Optical spectroscopy has been widely used for the characterisation of nanomaterials, and the techniques can be generally categorised into two groups: absorption and emission spectroscopy and vibrational spectroscopy. For manipulation and imaging of nanoscale objects, optical microscopy has limited resolution since the objects are often smaller than the wavelength of the light. The achievable resolution for a wavelength ($\lambda$) is often given by the diffraction limit ($\delta$). Optical systems of any kind that use lenses and mirrors to form an image are limited in their resolution, even with the best designs. The ability to make fine structural details is expressed in terms of numerical aperture (NA). The numerical aperture can be expressed as $n \sin \theta$, where $n$ is the refractive index of the medium between the sample and the objective lens through which the light passes ($n_{\text{air}} = 1.00$; $n_{\text{water}} = 1.33$; $n_{\text{oil}} = 1.4$), and $\theta$ is the acceptance angle of the lens ($\sin \theta = 1$ if the angle is 90°). The limits of the objective lens are such that $\theta$ cannot be greater than 90 degrees, and the object space, even if filled with oil, can only reach a numerical aperture (NA) of 1.4. The resolving power of the light microscope is also limited by the wavelength of the light used for illumination. To explain this more, the resolving power of the optical system can be expressed as:

$$R = \frac{\lambda}{2NA}$$

(Eqn. 2.1)
Where $R$ is the distance between distinguishable points (nm), $\lambda$ is the wavelength of the illumination source (nm), and NA is the numerical aperture of the objective lens. Reducing the wavelength from red to violet (700 to 400 nm) can improve the resolution, as can using an oil immersion lens ($n > 1$), but only so far. The optimal resolving power for a light microscope is obtained with ultraviolet illumination ($\lambda = 365$) if a system with the optimal NA is used (1.4). In this example, $R$ is calculated to be 130.4 nm.

\[
R = \frac{365}{2 \times 1.4} \quad , R = 130.4 \text{ nm} \quad \text{(Eqn. 2.2)}
\]

Using ultraviolet light is one approach, but it is very expensive. In general, with optical microscopy, even with the best optics, the smallest object that can be measured using visible light is limited to about 500 nm (0.5 micron). Thus, optical microscopy can be used to determine the size of micrometer sized particles (1000 nm, 1 micron), but not nanoparticles (1 to 100 nm) (Poole and Owens, 2003).

### 2.1.3.2. Raman Spectroscopy

Raman spectroscopy is a vibrational technique and differs from the infrared spectroscopy by an indirect coupling of high-frequency radiation, such as visible light, with vibrations of chemical bonds. Raman spectroscopy is an analytical technique which operates in a same manner as other spectroscopic techniques as it also involves the interaction of molecules with light (or energy). However, in contrast to other spectroscopic techniques, Raman spectroscopy is concerned with the scattering of radiation by the sample rather than the absorption process. Similar to infrared spectroscopy, Raman spectroscopy is a useful technique in chemical industry as it provides structural information about the molecules based on the vibrational energy bands. This technique is based on the Raman Effect which is the result of inelastic light scattering. Raman spectrum is very sensitive to the lengths, strengths and arrangements of chemical bonds.
in a material, but less sensitive to the chemical composition. When the incident photon interacts with the chemical bond, the chemical bond is excited to a higher energy state (Orhring, 1992).

2.13.3 X-Ray Diffraction (XRD)

XRD is a routine technique used by mineralogists and solid states chemists for characterisation of crystalline solids and determination of the structure. X-Rays are usually obtained by bombarding a metal target with a beam of high-voltage electrons inside a vacuum tube. Choice of the metal target and the applied voltage determines the output wavelength. X-Rays of a given wavelength are diffracted only for certain orientations of the sample. If the structures are arranged in an orderly array or lattice, the interference effects with structures are sharpened. The information obtained from scattering at wide angles describes the spatial arrangements of the atoms, while low angle X-Ray scattering is useful in detecting larger periodicities. X-Ray diffraction patterns of non-orientated polymers are characterised by rings. As the specimen is oriented, these rings break into arcs, and this structure reaches the relatively sharp patterns at high degrees of orientation. Due to its easiness and availability, this technique is commonly used to research the nanocomposite structures. However, the XRD can only detect the periodically stacked montmorillonite layers; disordered (not parallel stacked) or exfoliated layers cannot be detected, thus the only intercalated structures, where individual silicate layers are separated by 2-3 nm, give rise in XRD while others remain silent (Manias, 2001).
XRD measurements can characterise these structures if diffraction peaks are observed in the low-angle region, indicating the d-spacing of ordered-intercalated or delaminated nanocomposites. A schematic representation of the theory can be seen in Figure 9, where X-Ray beams of wavelength, $\lambda$, are incident on the planes of the layers at an angle, $\theta$. These rays are scattered by atoms while constructive interference of them occur at the same angle, $\theta$, to other planes. A whole number, $n$, of wavelengths are equal to the distance between SQ+QT. Angles of SQ and QT is $4\pi$ (Mitchell, 2004).

\[
n\lambda = \overline{SQ} + \overline{QT} \tag{Eqn. 2.3}
\]

\[
n\lambda = d_{nkl} \sin \theta + d_{nkl} \sin \theta \tag{Eqn.2.4}
\]

\[
= 2d_{nkl} \sin \theta \tag{Eqn. 2.5}
\]
Equation 2.5 is known as Bragg’s law, also \( n \) is order of reflection which may be any integer consistent with \( \sin \theta \) not exceeding unity. Thus, we have a simple expression relating the x-ray wavelength and interatomic spacing to the angle of the diffracted beam (Mitchell, 2004).

### 2.13.4 Ultraviolet-Visible (UV-VIS) Spectroscopy

Ultraviolet visible spectroscopy (UV-VIS) spectroscopy offers a relative straightforward and effective way for quantitatively characterisation both organic and inorganic compounds. As it operates on the principles of absorption of photons that promotes the molecules to an excited state it is an ideal technique for determination of electronic properties such as band gap of material. UV-VIS can be performed on metal NPs dispersed in a solvent or embedded in an insulator matrix. The wavelength of the maximum absorption depends on the type, shape, size and the environmental surrounding of the NPs (Kreibig and Vollmer, 1995). Figure 10 gives a diagram representation of main parts of UV-VIS spectrophotometer. It should be noted that the strong UV-VIS absorption band observed for metal NPs are known as localised surface plasmon resonance is not present in the spectrum of their bulk metal counterparts (Mock et al., 2003). Furthermore, size depending optical properties can also be observed in a UV-VIS spectrum, particularly in the nano and atomic scales. These include peak broadening or shifts of absorption wavelength. When the size increases the plasmon absorption maximum is normally shifted to longer wavelength as bandwidth increases. The size dependence resonance is useful phenomenon for sensing application (Kreibig and Vollmer, 1995).
2.13.5 Fourier transform infrared (FT-IR) Spectroscopy

Fourier transform infrared (FTIR) spectrometers have replaced dispersive instruments for most application due to their superior speed and sensitivity. They have greatly extended the capability of infrared spectroscopy and have been applied to many areas that are very difficult or nearly impossible to analyse by dispersive instruments. In FT-IR, all frequencies are examined simultaneously. It also allows valuation of infrared spectroscopy with far better resolution and signal to noise ratio than conventional spectroscopy. Infrared spectroscopy involves examination of the twisting bending, rotating and vibrational motions of atoms in a molecule. Molecules contain bonds of specific spatial orientation energy. These bonds are seldom completely rigid, and when is supplied, they may band, distort or stretch. A vary approximate model compares the vibration to that of a harmonic oscillator, such as an ideal spring (MacFarland and Van Duyne, 2003).
2.13.6 Electron Microscopy

Electron microscopes work on the principles similar to that of an optical microscope with the key difference that they use electrons and not photons as the source.

Limitation of resolving power by light microscopy can be modified and applied to the electron microscope by using De Broglie's formula. In 1924 Louis De Broglie suggested that the electron had a dual nature, with characteristics of a particle or a wave (Beaudry, 2010). The De Broglie wavelength, $\lambda$, for these “matter waves” is:

$$\lambda = \frac{h}{mv}$$  \hspace{1cm} (Eqn. 2.6)

In equation (6), $h$ is Planck’s constant ($6.63 \times 10^{-34}$ J s), $m$ is the mass of the particle ($9.11 \times 10^{-31}$ kg for electrons) and $v$ is the velocity in m s$^{-1}$. The wavelength of electrons in a beam produced from an electron gun can be computed from the accelerating potential, $V$, and the electron charge, $e$ ($1.60 \times 10^{-19}$ C), using the classical expression:

$$E = Vxe = \frac{1}{2} (mv)^2$$  \hspace{1cm} (Eqn. 2.7)

Therefore,

$$v = \left(\frac{2Ve}{m}\right)^{1/2}$$  \hspace{1cm} (Eqn. 2.8)

Substituting into the DeBroglie equation and collecting all the constants ($m$, $e$, and $h$) for the wavelength gives:
\[ \lambda = \frac{123}{\sqrt{v}} \text{ nm} \quad \text{(Eqn. 2.9)} \]

The equation above shows that the wavelength of an electron beam is a function of the accelerating voltage used. By increasing the accelerating voltage, a shorter wavelength is obtained. For an accelerating potential of 1 kV (1000 V), the wavelength associated with the electrons is 0.0388 nm, compared to the wavelength of violet light, about 400 nm. The shorter the wavelength, the smaller is the limit of resolution of the microscope. Using such waves in a microscope results in a significant increase in resolution (Electron Microscope, 2001).

In the electron microscope, accelerated electrons strike the object to be examined. Images are formed because the thicker portions of the sample absorb more of the electron stream than the thinner portions. Figure 11 illustrates a schematic interaction of the electron beam with the specimen.

Figure 11. Interaction of the electron beam with the specimen.
(http://ncmn.unl.edu/cfem/microscopy/interact.shtml).
2.13.6.1. Scanning Electron Microscopy (SEM)

Scanning electron microscopy (SEM) is a method for high-resolution imaging of surfaces. SEM comprise of cathode so-called gun, which emits electrons, which in turn are being focused into a beam, and accelerated in the direction of the anode. With high enough voltage applied the velocity of electrons reaching anode can get to values close to the speed of light. Scanning electron microscope is also equipped with a system capable of deflecting the beam in a controllable manner, making it possible to scan the surface of the studied material in pre-programmed fashion, and thus allow creating the resulting image line by line. The SEM uses electrons for imaging, like a light microscope which uses visible light. A finely focused electron beam scanned across the surface of the sample generates secondary electrons, backscattered electrons, and characteristic X-rays. These signals are collected by detectors to form images of the sample displayed on a cathode array tube screen. Scanning electron microscope typically is used for conductive samples.

SEM is one of the most widely used techniques in nanomaterials characterisation. This method is usually applied to get information about the grain size, surface roughness, porosity, particle size distributions, material homogeneity, and intermetallic distribution and diffusion (Bowman et al., 1997). In scanning electron microscopy image is generated through analysis of the results of scattering of electronic beam on the surface of the studied sample. When formed and deflected beam hits the surface of the sample the results of these interactions are being recorded by the dedicated detector. After the interaction of the beam with the surface, several types of radiation can be generated: back scattered electrons, secondary electrons, X-rays and visible light. Back scattered electrons emission takes place when energy of the reflected electrons is almost identical to the energy of the beam electrons. Secondary electrons generation occurs when low energy electron is being emitted from the surface layer of the sample. Since the electrons are unable to flow through the sample the image produced from the data stored by the detector represents topography and composition of the surface only. In order to obtain higher quality images, the process is being carried out in the vacuum to prevent electrons from the beam from interacting with air. Scanning electron microscopy provides valuable information about the topography of the studied samples. Owing to that it was applied in this research for analysing various graphene antimony NPs based materials. Resolution of smaller objects can be provided
from electron microscopy, allowing direct observation of thin specimens, like single polymer
crystals, and the electron diffraction patterns. It is carried out in the conditions of temperature
well below the room temperature and source of accelerated voltages (higher than the usual 50000
– 100000V) in order to prevent of damage to single polymer crystals. In SEM, a fine beam
electron is scanned across the surface of an opaque specimen. These photons are emitted when
the beam hits to surface, then collected to provide a signal used to strengthen the intensity of the
electron beam (Dunlap and Adaskaveg, 1997).

2.13.6.2. Energy Dispersive X-ray Spectroscopy (EDX)

The ability to view three dimensional images of samples of interest does not always solve
a problem in an analysis. Occasionally, further complimentary techniques are required to for
example when there is a necessity to identify the different elements co-exists within the same
sample. For such cases, a typically built in spectrometer called Energy Dispersive X-ray
Spectrometer (EDS) will be extremely helpful. This is the most commonly x-ray spectroscopy
microanalysis technique implemented in SEM or TEM. This non-invasive method is sometimes
referred as EDS or EDAX analysis and used in conjunction with SEM or TEM but does not
stand alone without the latter. It is a method that records the energy and intensity distributions of
x-ray generated by the impact of electron beam on the surface of the sample and allow using that
energy for qualitative and quantitative elemental analysis (Kirk and Hutchison, 2006).

To further explain, an electron beam hits a sample surface which will be pre-coated to
make it conducting. The energy supplied by the electron beam is normally in the region of 10-20
kV. This energy supplies sufficient force for some electrons from the atoms on the sample
surface to be knocked off. The vacation of electron from the atom inner shell then filled by the
transfer of electrons from the atom outer shell. As the energy levels of the outer shell electrons
are higher than that of the inner, the energy difference is then emitted as x-ray. During EDX
analysis, the specimen is bombarded with an electron beam inside the scanning electron
microscope. The bombarding electrons collide with the specimen atoms own electrons, knocking
some of them off in the process. A position vacated by an ejected inner shell electron is
eventually occupied by a higher-energy electron from an outer shell. To be able to do so,
however, the transferring outer electron must give up some of its energy by emitting an X-ray. Since that the every atom dissipates unique energy level for each electron transfer, identification of the atom from which the X-ray was emitted can be established (http://www.nlectc.org/assistance/sem.html).

The results from the EDX analysis is called EDX spectrum. In principle it shows a plot of frequency of x-ray emission has occurred for each energy level. As each peak is unique for each atoms, quantitative or qualitative analysis of element composition can be resolved. Higher peaks value simply means a higher concentration of the element. Not only that EDX is responsive towards the element according to each peak, it can also reveal the type of X-ray to which it corresponds as well. The interaction of the atom with an electron beam in a sample in EDX and the emitted X-rays have energies which are characteristic of the material from which they originate and therefore may be used to ascertain the chemical composition of a sample and can be represented in Chapter 3 as Figure 24 (Sharma, 2012).

2.13.6.3. Transmission Electron Microscopy (TEM)

Transmission Electron Microscopy (TEM) is a microscopy technique whereby a beam of electrons is transmitted through an ultra-thin specimen, interacting with the specimen as it passes through it. The energy of electrons in TEM determines the lateral spatial resolution and the relative degree of penetration of electrons in specific samples. In addition to the capability of structural characterisation, TEM has been explored for a wide range of applications in nanomaterials (Cao, 2004). This includes the determination of the crystal structure and lattice parameter of individual nanomaterials and the measurement of mechanical properties of individual nanotubes and nanowires (Wang, 2000). In most TEMs, the space for the sample holder is only about (5 mm) between the two objective lenses for the incoming and transmitted beam. Before reaching a CCD camera, the transmitted beam is sent through several magnification lenses to achieve the high magnification (500.000X is not unusual). The image formation in TEM can be based on several principles, but practically all images used in this work were made by phase contrast imaging, here called High Resolution Transmission Electron Microscopy (HRTEM). At sufficiently high brightness, electron sources can produce coherent
electron beams due to the point-like emitter surface area and small energy spread. The coherent electron beam can be considered as a spherical wave propagating from the emitter and out through the electron optical system, much like a laser beam would propagate through an optical system. The HRTEM images are based on the interference of the electron wavefront after it has passed through the sample and reach a CCD detector to give a phase contrast image of the sample (Reimer et al., 1993).

2.13.6.4 Atomic Force Microscope (AFM)

Atomic Force Microscopy (AFM) is one of the most powerful tools for determining the surface topography of native molecules at subnanometre resolution. The AFM can be used to investigate any surface, even poorly or non-conducting ones, which broadens its potential applications significantly. The technique involves imaging a sample through the use of a probe, or tip, with a radius of 20 nm. The tip is held several nanometres above the surface using a feedback mechanism that measures surface-tip interactions on the scale of nano Newtons. Variations in tip height are recorded while the tip is scanned repeatedly across the sample, producing a topographic image of the surface (Butt et al., 2005; Claesson, 1996). The instrument measures forces on a surface by scanning the sample with the tip attached to a flexible cantilever. The resolution obtained by AFM is determined in large part by the size of the probe tip used for imaging. The way the AFM operates is similar to the principle behind the record player in that the tip moves up and down in response to the surface features. An optical readout, or a piezoelectric crystal, translates the motion of the cantilever into an electronic signal.

Pyramidal or needle shaped silicon (Si) or silicon nitride (Si₃N₄) are the two main tips used in AFM. These probes have end radii of curvature as small as 10 nm but are often much larger (Van Cleef et al., 1996; Sheng et al., 1996). Advances are always being made to create a better tip, for example, SuperSharpSilicon™ tips are offering radii of typically 2 nm. The way in which image contrast is obtained in AFM can be achieved in many ways. The three main classes of interactions are contact mode, noncontact mode and tapping mode as seen in Figure 12. Contact mode, also known as repulsive mode, is the common method used in the AFM. The tip and sample remain in close contact while the scanning proceeds. One of the problems of remaining in contact with the sample is caused by excessive tracking forces applied by the probe.
to the sample, which can damage the sample and distort image data. In noncontact mode the cantilever is oscillated in the attractive regime, meaning that the tip is quite close to the sample, but not touching it (Figure 12). Noncontact imaging generally provides low resolution, and it is a very difficult mode to operate with the AFM. Instead, the tapping mode can be used.

This technique allows users to obtain high resolution topographic imaging of sample surfaces that are easily damaged, poorly immobilized, or difficult to image by other AFM techniques. Tapping mode improves the AFM functionality by placing the tip in contact with the surface to provide high resolution and then lifting the tip off the surface to avoid dragging the tip across the surface. The advantage of the tapping mode technique is that it prevents the tip from sticking to the surface and causing damage during scanning. Another advantage of this technique is that the surface material is not pulled sideways by shear forces since the applied force is always vertical. One of the disadvantages of the tapping mode is that the tip-sample impact force in this mode is so great that it is destructive (http://mrsec.wisc.edu/Edetc/index.html).
2.13.7. Electrochemical Characterisation Processes

2.13.7.1. Electrochemical Impedance Spectroscopy (EIS).

The first publication of EIS dates to 1975 (Grieshaber et al., 2008). Electrochemical impedance spectroscopy is a powerful method used to study electrochemical properties of systems and their interfaces with conductive electrodes (Krause, 2003; Brett, 1993; Westbroek et al., 2005). EIS can be used in various applications, and this work focuses on its ability to characterise thin film formation and initially applied to the determination of the double-layer capacitance. Total
Electrode impedance consists of the contributions of the electrolyte, the electrode solution interface and electrochemical reactions taking place on the electrode. The use of EIS tests to accompany other electrochemical results leads to a better understanding of the internal electrochemical processes.

Electrochemical impedance spectroscopy is a non-destructive material characterisation technique and is advantageous over other characterisation techniques due to it being economically favourable, simplistic, and portable, automated, provides time-dependent data and can operate in harsh environments. Impedance data can be graphically represented in two ways using Nyquist and Bode plot. The most widely used impedance data representation is the Nyquist plot or sometimes referred to as complex plane. Nyquist plot is the plot of the imaginary part ($Z''$) versus the real part ($Z'$) of the impedance. Electrical equivalent circuits are used for the analysis of the impedance data, and within the circuit, simple electrical elements such as resistance ($R$) and capacitance ($C$) are connected to model the electrochemical process (Brett, 1993; Westbroek et al., 2005). The resistance in the equivalent circuit represents the electrical conductivity of the electrolyte and the capacitance (double-layer capacitance) caused by the charge which is in excess at the electrode-electrolyte interface. The most widely used equivalent circuit for the analysis of the impedance data is the Randles equivalent circuit. During an impedimetric measurement, a frequency response analyser is used to impose an alternating current (AC) sinusoidal signal across a sample and the resulting current and voltage response is measured. The Randles equivalent circuit shows the solution or electrolyte resistance (RE) connected in series to the parallel combination of charge transfer resistance ($R_{ct}$) and the double-layer capacitance ($C_{dl}$). In other systems the reaction rate might be controlled by transport phenomenon and this effect needs to be taken into consideration, the measured impedance can be explained by the component that depends on the conditions of transport or diffusion of electroactive species. This component is called Warburg impedance ($Z_w$) and is connected in series with the charge transfer resistance. Even though the Nyquist plot has been widely used for the graphic representation of impedance measurement, there is no indication of the frequency where the impedance was measured. Therefore, the use of different data representation of the impedance measurement which gives information about frequency where the impedance was measured is desirable. Bode plot is another form of impedance data representation which gives the frequency information at the measured impedance. Bode data representation is the plot of the
phase angle ($\theta$) and the logarithm of impedance magnitude (log $Z$) versus the logarithm of the frequency (log $f$) as shown in Figure 32. Sometimes using Bode data representation one can plot the log $Z'$ and log $Z''$ versus log $f$, and compare to Nyquist plot if both types of Bode plot are included all the information can be obtained for impedance measurements (Macdonald, 2006).

2.13.7.2. Cyclic Voltammetry (CV)

CV is a type of electrochemical measurement where the potential of the working electrode is ramped in a linear fashion versus time. After the end potential is reached, the potential is inverted. A cyclic potential sweep is imposed on an electrode and the current response is observed (Gosser, 1993). In a cyclic voltammogram, the current at the working electrode is plotted versus the applied potential. Depending on the analysis needed, one full cycle or a series of cycles is performed. The reduction or oxidation at the surface of the working electrode at a particular applied potential, results in mass transport of material to the electrode surface. The analytical advantages of cyclic voltammetry include a wide dynamic range, extreme sensitivity to low concentrations of ionic species, ease of use, and are a non-destructive method for characterising electron transfer mechanisms.

Cyclic voltammetry can be used to provide qualitative data on the system of interest, including kinetics of heterogeneous electron transfer, thermodynamics of a redox process, of coupled chemical reactions and of adsorption processes. Cyclic voltammetry can be particularly useful in the diagnostics of non ideal systems, such as those where the redox reaction is slow or coupled with a chemical reaction. The cyclic voltammetric technique entails a linear increase of potential to a particular switch potential where the voltage is changed back linearly to the starting value. A diagram of current generated versus the potential (voltammogram) can be plotted and used to identify the redox potential of the electroactive components and whether the redox reactions are reversible (Skoog et al., 1996). The cyclic voltammogram shows characteristics of an analyte by several important parameters such as peak currents and peak potentials that can be used in the analysis of the cyclic voltammetric response either the reaction is reversible, irreversible or quasi-reversible as listed in Table 4.
### Table 4. The characteristics of different type of electrochemical reaction (Adapted from Birke et al., 1981).

<table>
<thead>
<tr>
<th>Type of reaction</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reversible</td>
<td>Cathodic and anodic peak potential are separated by $59/n$ mV. The position of peak voltage does not alter as a function of voltagescan rate. The ratio of the peak current is equal to one. The peak currents are proportional to square root of the scan rate. The anodic and cathodic peaks are independent of the scan rate.</td>
</tr>
<tr>
<td>Irreversible</td>
<td>Disappearance of a reverse peak. The shift of the peak potential with scan rate (20 – 100 mV/s). Peak current is lower than that obtained by reversible reaction.</td>
</tr>
<tr>
<td>Quasi-reversible</td>
<td>Larger separation of cathodic and anodic peak potential. ($&gt; 57/ n$ mV) compared to those of reversible system.</td>
</tr>
</tbody>
</table>

#### 2.14. Thin Film Deposition

##### 2.14.1. Electrodeposition

Electrodeposition is often also called "Electroplating", and the two terms are used interchangeably. As a matter of fact, "electroplating" can be considered to occur by the process of electrodeposition. This process involves: (i) oriented diffusion of charged growth species (typically positively charged cations) through a solution when an external electric field is applied, and (ii) reduction of the charged growth species at the growth or deposition surface which also serves as an electrode. In general, electrochemical deposition is only applicable to electrical conductive materials such as metals, alloys, semiconductors and electrical conductive polymers. After the initial deposition, the electrode is separated from the depositing solution by the deposit and the electrical current must go through the deposit to allow the deposition process to continue. Electrochemical deposition is widely used in making metallic coatings usually metallic, on a surface by the action of electric current (Mohammed et al., 2009; Salimi et al., 2008). The deposition of a metallic coating onto an object is achieved by putting a negative charge on the object to be coated and immersing it into a solution which contains a salt of the metal to be deposited (in other words, the object to be plated is made the cathode of
an electrolytic cell). The metallic ions of the salt carry a positive charge and are thus attracted to the object. When they reach the negatively charged object (that is to be electroplated), it provides electrons to reduce the positively charged ions to metallic form. Figure 13 is a schematic presentation of an electrolytic cell for electroplating a metal "M" from an aqueous (water) solution of metal salt "MA" (http://electrochem.cwru.edu/ed/encycl/).

![Figure 13. Schematics of an electrolytic cell for plating metal "M" from a solution of the metal salt "MA" (http://electrochem.cwru.edu/ed/encycl/).](image)

### 2.14.2. Sol gel deposition and Spin Coating

In simple terms sol-gel processing involves the transition from a sol (very finely divided solid particles dispersed in a liquid which will not settle out) to a gel (a dispersion of a liquid throughout a solid matrix). It is a long-established process with the key controlling processing steps being sol formation and gelling, drying, curing and sintering. Starting materials used in the preparation of the sol are usually inorganic metal salts or metal organic compounds such as metal alkoxides. Typically, the precursor is subjected to a series of hydrolysis and polymerisation reactions to form a colloidal suspension. This suspension can be further processed to make materials in different forms from thin films and aerogels to nanocomposites and NPs. Typical sizes of NPs produced by this method are 5–30 nm (Walt, 2002; Zarzycki, 1997).
2.14.2.1. Steps in sol gel process

Prior to sol-gel transition or gelation, sol is a highly diluted suspension of nanoclusters in a solvent, and typically sol-gel films are made by coating sols onto substrates. Although some methods are available for applying liquid coatings to substrates, the best choice depends on several factors including solution viscosity, desired coating thickness and coating speed. Most commonly used methods for sol-gel film deposition are spin and dip-coating. The sol-gel process is a wet-chemical technique used for the fabrication of both glassy and ceramic materials (Brinker). In this process, the sol (or solution) evolves gradually towards the formation of a gel-like network containing both a liquid phase and a solid phase. The first patent based on sol-gel processing was granted to Jenaer Glaswer Schott and Gen (1939) for silicate sol-gel films formed by dip coating (Huang et al., 2000). Coatings for rear-view mirrors and anti-reflective and architectural applications have been in commercial production since the 1960s. Today, sol-gel thin film coatings are used extensively for such diverse applications as protective and optical coatings, passivation and planarisation layers, sensors, high or low dielectric constant films, inorganic membranes, electro-optic and nonlinear optical films, electrochromics, semiconducting anti-static coatings, superconducting films, strengthening layers and ferroelectrics. The sol-gel technique offers a low-temperature method for synthesising materials that are either totally inorganic in nature or both inorganic and organic. Several methods can be used to make sol-gel
coatings with the sol-gel process. Spin coating and dip coating are two basic techniques used to deposit sol-gel coatings. Drop casting and spin coating are the easiest and most widely used methods (Torrey et al., 2015).

2.14.2.1.1. Spin Coating

In the case of spin-coated layers, the rotational speed and angular acceleration of the sample during the deposition are also important parameters. Spin coating is used for many applications where relatively flat substrates or objects are coated with thin layers of material. For example, several cathode ray tube (CRT) manufacturers use the spin coating method to make anti-glare or anti-reflection coatings. In spin coating, the material to be made into coating is dissolved or dispersed into a solvent, and this coating solution is then deposited onto the surface and spun off to leave a uniform layer for subsequent processing stages and ultimate use. Example is the modification of indium tin oxide substrate with xerogel oxide film by spin coating a viscous gel (Wang et al., 1989). There are four key stages in spin coating:

• Stage 1: The deposition of the coating fluid onto the substrate

• Stage 2: Aggressive fluid expulsion from the substrate surface by the rotational motion

• Stage 3: Gradual fluid thinning

• Stage 4: Coating thinning by solvent evaporation.

The coating thickness is inversely proportional to the square root of the rotation speed: thickness ~ [1/speed]^{1/2}. In addition, the coating solution properties (such as viscosity and liquid density) also affect coating thickness. Some spin coating systems are specifically designed for depositing scratch resistant coatings on ophthalmic lenses. These systems have multiple functions, including cleaning, providing the solution, spin coating and curing (either thermal or
ultraviolet). The temperature and atmosphere in the chamber environment can be precisely controlled to ensure high quality results (Figure 15).

![Figure 15. The four stages of spin coating (Raut et al., 2011).](image)

### 2.14.2.1.2. Dip Coating

Dip coating is a process where the substrate to be coated is immersed in a liquid and then withdrawn with a well-defined withdrawal speed under controlled temperature and atmospheric conditions (Abbaspour et al., 2009). Vibration-free mountings and very smooth movement of the substrate is essential for dip systems. An accurate and uniform coating thickness depends on precise speed control and minimal vibration of the substrate and fluid surface. The coating thickness is mainly defined by the withdrawal speed, the solid content and the viscosity of the liquid. If the withdrawal speed is chosen such that the shear rates keep the system in the Newtonian regime, the coating thickness can be calculated by the Landau-Levich equation:
Figure 16. The schematics of a dip coating process (Attia et al., 2002).

\[ h = 0.94 \frac{(\eta V)^{2/3}}{\gamma^{1/6} L V (\rho g)^{1/2}} \]  
Eqn. 2.10

Where \( h \) = coating thickness, \( \eta \) = viscosity, \( \gamma_{LV} \) = liquid-vapor surface tension, \( \rho \) = density, \( g \) = gravity.

2.14.2.1.3. Drop casting

Drop casting and spin coating are the easiest and most widely used methods for NP film deposition. This method is a major technique used in this study because of its simplicity, and advantage of setting a constant deposition potentials which guides against variation in the amount of nanomaterials. A solution containing organic semiconducting materials is dropped in a controlled fashion on an, ideally, horizontal substrates can be seen in Figure 17. When a solution of NPs is spread on a solid substrate by drop casting or spin coating, long-range dispersion forces between the NPs or between the NPs and the substrate cause the NPs to self-organise into mono- or multilayer structures when the solvent evaporates (Andres et al., 1996). Drop-cast films typically exhibit well-packed NP domains with domain sizes ranging from a few hundred
nanometres to several micrometers. Domain sizes have been shown to depend on NP size distribution, NP concentration, and solvent dewetting or volatility. Drop casting is a technique that allows for creating thick organic films. However, there is minimal control over the thickness of resulting organic films, which is a major disadvantage of this technique.

![Figure 17. The schematics of a drop casting process (Adapted from Neogi et al., 2014).](image)

2.15. Adsorption at Electrode Surfaces

Adsorption is the binding of species from the solution phase to the electrode surface. The adsorbates may be atoms, ions, molecules, reactant, intermediate, or product of the electrode reaction regardless of whether they are organic or inorganic in their nature (Figure 18). In addition to covalent bonding-based technique, adsorption can also occur by means of electrostatic forces. This can be achieved if the electrode surface is electrostatically charged with either positive or negative which eventually attracts ions or dipoles with opposite charge to it. The accumulation species with counter charge enable adsorption via electrostatic method to be achieved. Whatever they are, adsorbates do affect the reaction rate as well as the mechanism involved at the electrode of interest. Adsorption of both organic and inorganic species involving either ions or even neutral molecules can occur at the electrode surface and in variety of environments (Bard and Faulkner, 2001).
Environmental problems related to metal ion pollution have a long history. Certain events in the past have induced government to address these problems in their environmental policy. As the results, the emissions from point sources have been reduced significantly over the past decades in many countries. Metals are considered as important toxic pollutants and there is extensive literature concerning their accumulation in ecosystems. Metals are continuously released into the biosphere by volcanoes, natural weathering of rocks but also by numerous anthropogenic activities, such as mining, combustion of fuels, industrial and urban sewage and agricultural practices. Heavy metals in the environment have the potential to contaminate soil and water, and they are characterised by relatively high stability and solubility in atmospheric precipitations (Lim et al., 2008). Their high non-biodegradability and accumulation in human and animal organisms results in various diseases, genetic disorders, and deleterious ecological effects (Attar et al., 2014). Figure 19 illustrates the complexity of metal release, precipitation and adsorption processes.
Metal (Me) can be released via many pathways, i.e. bulk corrosion (enabled by surface oxide defects), chemical or electrochemical dissolution of the surface oxide, complexation of surface metal atoms by ligands (L), such as complexing agents (e.g., citric acid) or proteins, and subsequent detachment of any metal complexes into the bulk solution. Within the bulk solution, any free or weakly complexed metal ions can complex to any free ligands and in some cases (often time dependent) precipitate as solid complexes, e.g. iron phosphates or carbonates. In special cases, precipitation is the dominant process as illustrated for released Fe into surface water solutions of pH 6 and 8 and different salt concentration in the licentiate thesis (Hedberg, 2010). On a global scale there is now abundant evidence that anthropogenic activities have polluted the environment with heavy metals from the poles to the tropics and from the mountains to the depths of the oceans. According to UNEP/GPA (2006a), an increasingly serious global problem is the management of electronic waste (e-waste), particularly the disposal of used computers and mobile phones, which contain over 1000 different materials, many of which are toxic to human (UNEP/GPA, 2006a). Monitoring of environmental pollution in the field requires
portable fast-response sensors that are robust and with sufficient sensitivity and long lifetime (Wang et al., 2008). Due to increasing demand of the toxicity of these metals in soil, environmental companies and pollution monitoring agencies have expressed the need for reliable approved procedures for the determination of these elements (Farrel-Poe, 2000). Heavy metals are well known to inhibit the activity of enzymes and application of this phenomenon to the determination of these hazardous toxic elements offers several advantages such as simplicity and sensitivity (Rodriguez-Mozaz et al., 2006). The analysis of heavy metal ions in environmental samples remains a challenging task since these metals ions are present at very low levels in the samples with some sample matrices being very complex in nature (Somerset et al., 2009).

The world-wide emissions of metals to the atmosphere (thousands of tons per year) by natural sources is estimated as: Ni: 26, Pb: 19, Cu: 19, As: 7.8, Zn: 4, Cd: 1.0, Se: 0.4, (tx103.yr-1). Whereas, from anthropogenic sources: Pb: 450, Zn: 320, Ni: 47, Cu: 56, As: 24, Cd: 7.5, Se: 1.1 (thousand t yr-1). It is obvious from these numbers that Pb, Zn, Ni and Cu are the most important metal pollutants from human activities.

Metals are separated into the essentials and non-essentials in classes A and B, and in a borderline class2.

A: Calcium (Ca), Magnesium (Mg), Manganese (Mn), Potassium (K), Sodium (Na), Strontium (Sr)
B: Cadmium (Cd), Copper (Cu), Mercury (Hg), Silver (Ag)
Borderline: Zinc (Zn), Lead (Pb), Iron (Fe), Chromium (Cr), Cobalt (Co) Nickel (Ni), Arsenic (As), Vanadium (V), Tin (Sn) (Clark et al., 1997).

2.17. Behaviour of Heavy Metals in Soil

2.17.1. Bioaccumulation

Heavy metals are dangerous because they tend to bioaccumulate in biota. This means that the concentration of a chemical in a biological organism becomes higher relative to the environmental concentration (Kampa and Castanás, 2008). Heavy metal pollution of soil enhances plant uptake causing accumulation in plant tissues and eventual phytotoxicity and
change of plant community (Gimmler et al., 2002). In environments with high nutrient levels, metal uptake can be inhibited because of complex formation between nutrient and metal ions (Gothberg et al., 2004). Therefore, a better understanding of heavy metal sources, their accumulation in the soil and the effect of their presence in water and soil on plant systems seems to be a particularly important issue (Sharma et al., 2004). Accumulation of heavy metals can also cause a considerable detrimental effect on soil ecosystems, environment and human health due to their mobilities and solubilities which determine their speciation (Kabata-Pendias, 1992). The soil to plant transfer factor is one of the important parameters used to estimate the possible accumulation of toxic elements, especially radio nuclides through food ingestion (El-Ghawi et al., 2005). The toxicology and carcinogenicity of many heavy metals is another important environmental concern of the scientific community. Beside a direct intake via soil particles or air, the main pathway of heavy metal intake by human beings is via the food chain (Peralta-Videa et al., 2009).

The extent of bioaccumulation of metals is dependent on the total amount, the bioavailability of each metal in the environmental medium and the route of uptake, storage and excretion mechanisms. The requirements of different organisms for essential metals vary substantially but optimal concentration ranges are narrow and frequently under careful homeostatic control. Excess metal concentration in an organism must be actively excreted, compartmentalised in cells or tissues, or metabolically immobilised. Some metal escape all these actions causing toxic and other adverse effects (Chapman et al., 1996). Metals in the aquatic environment can bioaccumulate into organisms or biota either passively from water or by facilitated uptake. Evaluation of metal concentrations in biological systems must take into account certain other factors, such as temperature, redox conditions (dissolved oxygen concentration), ionic strength, organic complexation, concentrations of metal and ligand species that compete for uptake sites, pH, general physiologic behaviour, life cycle and life history (McKenna et al., 1993). The equation that enables the calculation of the bioaccumulation ratio (BAR) of a contaminant (z) and has been defined as follows (Somerset et al., 2015, Ferguson and Chandle, 1998; Mackay and Fraser, 2000; Ruus et al., 2005):
\[ \text{BAR}_z = \frac{c_{\text{organism,pollutant}}}{c_{\text{organism,controlled}}} \]  
(Eqn. 2.11)

With \( z \) being defined as a specific contaminant (pollutant), where \( [C_{\text{organism,pollutant}}] \) the mean concentration of the pollutant \( z \) in the organism exposed to the contaminated sediment (pollutant) \( [C_{\text{organism,controlled}}] \) the mean concentration of the pollutant \( z \) in the organism exposed to control sediment or sediment collected at a controlled site.

2.17.2. Solubility and Mobility

Among the negative impacts related to human activities, the mobilisation of heavy metals from their natural’s reservoirs to the aquatic and terrestrial ecosystems has become a generalised problem almost worldwide (Han \textit{et al.}, 2002; Koptsik \textit{et al.}, 2003). Heavy metal solubility and mobility in soils are of environmental significance due to their potential toxicity to both humans and animals (Chirenje \textit{et al.}, 2003). The transfer and the chemical stability of metal contaminants in soils and sediments are controlled by a complex series of biogeochemical processes depending on variables like pH, clay content and redox potential (Vanbroekhoven, 2006). Trace metal mobility is closely related to metal solubility, which is further regulated by adsorption, precipitation and ion exchange reactions in soils (Ma and Dong, 2004). The transfer of heavy metals from soils to plants is dependent on three factors: the total amount of potentially available elements (quantity factor), the activity as well as the ionic ratios of elements in the soil solution (intensity factor), and the rate of element transfer from solid to liquid phases and to plant roots (reaction kinetics). However, changes in soil solution chemistry, such as pH, redox potential and ionic strength, may also significantly shift the retention processes of trace metals by soils (Gerringa \textit{et al.}, 2001). Reduction in redox potential may cause changes in metal oxidation state, formation of new low-soluble minerals, and reduction of Fe, resulting in release of associated metals. Metal solubility usually increases as the pH decreases, with the notable exception of metals present in the form of oxyanions or amphoteric species (Baumann \textit{et al.}, 2002; Chuan \textit{et al.}, 1996).
2.18. Environmental concerns

Ecotoxicologists and Environmental Scientists use the term “heavy metals” to refer to metals that have caused environmental problems. The metals which have been studied extensively the last decades are: Cd, Hg, Zn, Cu, Ni, Cr, Pb, Co, V, Ti, Fe, Mn, Ag and Sn (Tin). Some metals that have received more attention are Hg, Cd, and Pb, because of their highly toxic properties and their effects on the environment and the living organisms. Some metals such as Cr, As, Se, and Hg can be transformed to other oxidation states in soil, thus influencing their mobility and toxicity (McLean and Bledsoe, 1992). Many of these metals (eg. Hg, Cd, Ni, Pb, Cu, Zn, Cr, Co) are highly toxic both in elemental and soluble salt forms. High concentration of heavy metals in soils is toxic for soil organisms: bacteria, fungi and higher organisms (Woolhouse, 1993). In recent years, concerns have risen about the side effects of these compounds due to their intentional or accidental release in the environment. After the industrial revolution and the increase in chemical technologies, concerns for minimisation of pollutants and alternative “clean technologies”, have become the common European Union (EU) strategy. The whole control process started with tighter environmental legislation that were introduced in order to minimise the release of harmful pollutants either having immediate affects or long term ones. As a consequence from the chemical release, there is an increase of contaminated sites that need to be sampled. The medium that interests researchers inside and outside EU countries focuses on drinking water, air, groundwater, river water, seawater and soil. Different methods are usually required for the preparation of samples from such matrices, including extraction techniques and analysis (Grasselli, 1992).

2.19. Methods of Detection for Heavy Metals

In this section various methods for metal determination will be summarised. ICP-AES or MS and stripping voltammetry will be discussed in detailed. Some metal analysis methods can be applied directly to solid samples such as X-ray fluorescence (XRF), instrumental neutron activation (INAA) or direct current arc atomic emission spectroscopy (DCAAS). Most trace
level methods incorporate an aqueous extraction scheme (or organic extraction where the metal is complexed with organics). The extraction serves to separate the analyte of interest from the bulk sample and to help homogenise the analyte speciation for analysis. These methods include, flame, graphite furnace, cold vapour and hydride generation modifications of atomic absorption spectroscopy (FAAS, GFAAS, CVAAS, HGAAS, respectively), and also, inductively coupled plasma atomic emission spectroscopy (ICP-AES) and inductively coupled plasma mass spectroscopy (ICP-MS) (Alloway et al., 1990, Fifield and Haines, 2000). Although the majority of applications can be satisfied by the use of ICP-MS and/or ICP-OES, expert trace metals chemists recognise that alternative procedures are required at times to satisfy unusual analytical challenges. Careful examination of each application must be done from a quality assurance perspective. There are situations when multi-element techniques that utilise the plasma as an ion source or light emission source are capable of producing values that appear to be valid from a quality control standpoint, but are nonetheless invalid from a quality assurance standpoint (Lewen et al., 2004; Lira et al., 2008). Additionally, these methods cannot be used for on-line and on-site field monitoring.

2.19.1. Inductive Coupled Plasma Mass Spectroscopy (ICP-MS)

ICP-MS is an atomic emission spectroscopic technique that uses plasma for atomization process. Plasma contains a remarkable fraction of electrons and positive ions which cancel out as well neutral molecules. The plasmas consist of highly energetic and ionised gases which are produced in inert gases like argon. They are useful for dissociation of atoms as well as excitation and ionisation to give atomic and ionic emissions. When compared to atomic absorption spectroscopy (AAS), ICP gives better detection limit but need highly skilled personnel to operate and extensive sample preparation. The major disadvantage of all spectroscopic method is that they provide no information on the oxidation state of an element or it`s speciation (Khokkar, 2009). ICP-MS can be applied to measure traces of nearly most of the elements in the periodic table and it is an extremely powerful analysis method for metal and non-metallic elemental measurements (Wuilloud and Altamirano, 2006; Hirner, 2006). The combinations of low detection limit, lower than part per trillion (ppt), and the short measurement time make it suitable
for many fields in both research and applied science and superior to other types of elemental analysis instruments such as atomic absorption spectrometer (AAS) and inductively coupled plasma –optical emission spectrometer (ICP-OES) (Ammann, 2007; Nelms, 2005; Thomas, 2004; Ray et al., 2004; Moldovan et al., 2004; Montaser, 1998). Examples of the fields where ICP-MS has been applied include environmental (Butler et al., 2011), biomedical, forensic (Ulrich et al., 2004), food industry, life sciences (Bettmer et al., 2006) and many more. Samples used for ICP-MS analysis can be any state liquid, solid or gas.

2.19.2 Voltammetry

Electro-analytical methods are widely used in scientific studies and monitoring of industrial materials and the environment. One of the most widespread electro-analytical methods is voltammetry. Voltammetry is an electrochemical technique that is based on the measurement of the current response to an applied potential. It is a branch of electrochemistry in which the electrode potential, or the faradaic current or both are changed with time. Normally, there is an interrelationship between all three of these variables (Bond et al., 1989). The principle of this technique is a measurement of the diffusion controlled current flowing in an electrolysis cell in which one electrode is polarisable (Fifield and Kealey, 2000). The current is proportional to the metal concentration in the sample. We apply a time-dependent potential to an electrochemical cell and measure the resulting current as a function of that potential. We call the resulting plot of current versus applied potential a voltammogram, and it is the electrochemical equivalent of a spectrum in spectroscopy, providing quantitative and qualitative information about the species involved in the oxidation or reduction reaction.

The earliest voltammetric technique is polarography, developed by Jaroslav Heyrovsky in the early 1920s, an achievement for which he was awarded the Nobel Prize in Chemistry in 1959. Since then, many different forms of voltammetry have been developed. This technique can measure any chemical species that is electroactive (Wang, 2000). Voltammetry has been an important and widespread analytical technique. Since 1950 to 1980 it was the dominating analytical method for the determination of several important trace metals and important organic compounds (Barek et al., 2001a). Although the range of organic and inorganic compounds that can be measured by voltammetry is very broad, the major type of application is analysis of metal
ions (Buffle and Tercier-Waeber, 2000; Buffle and Tercier-Waeber, 2005). Some of the most important voltammetric techniques are briefly reviewed in the following subsections.

Nowadays, voltammetry unite large number of instrumental techniques such as anodic striping voltammetry (ASV), cathodic striping voltammetry (CSV), adsorbed voltammetry (DPAV), and differential pulse anodic stripping voltammetry (DPASV), which due to its large sensibility more and more suppresses classic techniques. One of the most important voltammetry appliances in environment analysis is for speciation testing. Speciation analysis is defined as determination of concentration of different chemicals forms of elements that make up the total concentration in sample. Since toxicity of every metal ion depends on physical – chemical form and that the most toxic form of metal ion is hydrated or free metal ion, it is important to do the chemicals peciation (Dube et al., 2001).

Figure 20. Schematic representations of standard three electrodes set up (Harvey, 2013).

2.19.2.1 Stripping voltammetry

Stripping analysis is a very sensitive electrochemical technique for measuring trace metals. Stripping analysis is a two-step technique. The first step involves the electrolytic
deposition of a small portion of the metal ions in solution onto the electrode surface to pre-concentrate metals. This is followed by the stripping (the measurement) step of the deposit, which involves the dissolution (stripping) of the deposit. Since the metals are pre-concentrated into the electrode by factors of 100 to 1000, detection limits are lowered by 2-3 orders of magnitude compared to solution-phase voltammetric measurements (Wang, 2000). Most stripping measurements require the addition of appropriate supporting electrolyte and removal of dissolved oxygen. The former is needed to decrease the resistance of the solution and to ensure that the metal ions of interest are transported toward the electrode by diffusion and not by electrical migration. Contamination of the sample by impurities in the reagents used for preparing the supporting electrolyte is a serious problem. Dissolved oxygen severely hampers the quantitation and must be removed. The pre-concentration (or accumulation) step can be adsorptive, cathodic or anodic. Beside the classic anodic stripping voltammetry, used for the determination of metals forming amalgam with mercury, adsorptive stripping voltammetry has also appeared and the application of modified electrodes has widely spread (Wang, 2000).

2.19.2.2 Anodic stripping voltammetry (ASV)

The term ASV is applied to the technique in which metal ions are accumulated by reduction at a hanging mercury drop electrode (HMDE) held at a suitable negative potential. The deposition potential is usually 0.3 to 0.5 V more negative than a standard potential for reduced metal ion to be determined. It is the most widely used form of stripping analysis. In this case, the metals are pre-concentrated by electrodeposition onto the electrode surface. The pre-concentration is done by cathodic deposition at a controlled time and potential. The deposition potential is usually by 0.3 V more negative than the least easily reduced metal ion to be determined. The metal ions reach the electrode surface by diffusion and convection, where they are reduced and concentrated. The convective transport is achieved by electrode rotation or solution stirring. The duration of the deposition step is selected according to the concentration level of the metal ion in question. Following the preselected time of the deposition, the forced convection is stopped and the potential is scanned anodically, either linearly or in a more sensitive potential time (pulse) waveform that discriminates against the charging background.
current. During the anodic scan, the metals are reoxidised, stripped out from the electrode surface in an order that is a function of each metal standard potential. The voltammetric peak reflects the time dependant concentration gradient of the metal at the working electrode during the potential scan. Peak potential serves to identify the metals in the sample. The peak current depends upon various parameters of the deposition and stripping steps; as well as on the characteristics of the metal ion and the electrode geometry; and it is proportional to the concentration of the metal ions in the sample. Voltammetric measurements of numerous metal ions in various types of samples have been reported (Arancibia et al., 2004; Shams et al., 2004).

2.19.2.3 Cathodic stripping voltammetry (CSV)

CSV is the “mirror image” of ASV with two exceptions. First, it involves an anodic deposition of the analyte, secondly, stripping is accomplished by scanning cathodically toward a more negative potential. The term CSV was used originally for the indirect trace determination of organic compounds as mercury salt, involving anodic oxidation of mercury and subsequently cathodic reduction of mercury. The resulting reduction peak current provides the desired quantitative information. Cathodic stripping voltammetry is used to determine a wide range of organic compounds, and also inorganic compounds that form insoluble salts with the electrode material (Wang, 2000).

2.19.2.4 Adsorptive stripping voltammetry (AdSV)

AdSV significantly enhances the scope of stripping measurements towards numerous trace elements (Van den Berg, 1991). This method involves formation, adsorptive accumulation and reduction of a surface active complex of the metal. Most procedures involve the reduction of the metal in the adsorbed complex. The response of the surface confined species is directly proportional to its surface concentration (Wang, 2000). In case of adsorptive stripping voltammetry, the accumulation of the target metal ions is based on a selective chemical interaction. The target metal ions, complexed with different selective organic ligands, are usually
accumulated by adsorption onto the electrode surface, and then the quantitative stripping response is obtained by reducing the metal ions from its complexed form (Wang, 2000).

2.20. Challenges in stripping analysis

The major types of interferences in stripping analysis are overlapping stripping peaks, caused by similarity in the oxidation potentials of the metals, or the presence of organic surface active compounds that adsorb on the electrode surface and inhibit the metal deposition, and the formation of intermetallic compounds (Wang, 2000). The interference of overlapping stripping peaks can be minimised by introducing a separation step prior to the stripping measurement using a supporting electrolyte with a suitable complexing agent. This will shift the stripping peak potentials according to the stability, composition and concentration of the complexing agent using of surface active agents to mask or shift the stripping peaks and lowering the deposition potential until the metal with the more negative deposition potential is not deposited.

Interference of intermetallic compounds can be minimised by reducing a deposition time, adding a “third” element that forms a more stable intermetallic compound with one of the components of the binary system and by choosing a suitable supporting electrolyte (Cofre and Brink, 1992). In order to overcome the organic interferences, removal or destruction of organic matter by UV irradiation or ozone oxidation procedures may be considered prior to the stripping analysis of the organic-rich samples. For samples with low organic content, a standard addition method can be used (Monticelli et al., 2009; Obata et al., 2006).
2.21 Summary

Synthesis methods, characterisation methods, electrochemical and spectroscopic approaches for determination of heavy metals have been reviewed in this chapter. From this collection it can be seen that analytical studies in this field register a sharp increase in recent years. Some comprehensive tables present the reported available literature within the nanoparticles modified electrodes and summarises the criteria to be used especially with respect to the design and development of electrochemical sensor. Occasionally, some spectroscopic methods have been employed in analysis of heavy metal but depending to how rich is the sample. It was noted that determination of heavy metal ions has predominantly been performed by spectroscopic methods using ICP – AES or MS, with emerging research moving towards the greater variety of modified electrodes. The new applications of voltammetric techniques are promising contribution thanks to the low adsorption ability and the widest usable potential range with fast response times and wide linear concentration ranges. The use of sensors coated by nanoparticles with a very low detection limits and wide linear concentration ranges in the detection and determination of environmental pollutants is also discussed. Building on these facts, further advancement in this field can proceed in order to develop the nanoparticle electrochemical sensor for fast, simple, sensitive and selective determination of PGMs.
Chapter 3
Experimental Methods and Techniques

3.1 Introduction

This chapter outlines the experimental methods used to prepare and characterise the synthesised antimony nanoparticles and furthermore will describe several experimental techniques and procedures performed during this research project. Nanoparticles (NPs) characterisation is critical when conducting studies concerning synthesis and behaviour. Techniques applied can be both quantitative and qualitative in characteristics of size, particle coating, charge and aggregation. The detailed synthesis of nanoparticles that are used in this work to produce the nanocomposite of define first (rGO-SbNPs) will be presented. This chapter also gives the details of all the chemicals used in this work. Technical details, operation procedures and instrumentations are also the subjects of detailed discussion here. The experimental techniques for characterisation are broadly classified into three types as electrochemical, imaging and spectroscopic techniques. Spectroscopic analysis (e.g. ICP-AES or ICP-MS) and stripping voltammetry will be discussed in detailed as quantitative methods used in this work. The proposed electrochemical sensors described in this work, constructed from nanoparticles for the detection of PGMs. The possible mechanisms details for synthesis of nanoparticles and detection of heavy metals will also be presented.
3.2 Material Synthesis

3.2.1 Synthesis of rGO

Reduced graphene oxide (rGO) are produced from natural graphite flakes via simplified Hummer’s method modified from literature (Basavaraja et al., 2011; Goa et al., 2011; Hirata et al., 2004). Graphite is treated with a mixture of sulphuric acid, sodium nitrate and potassium permanganate (a very strong oxidiser). However, other methods have been developed recently that are reported to be more efficient, reaching levels of 70% oxidisation, by using increased quantities of potassium permanganate, and adding phosphoric acid combined with the sulphuric acid, instead of adding sodium nitrate. Graphite is commonly chosen as the starting material due to its availability and low cost proportional amounts of oxidants, such as potassium permanganate, sodium nitrate, and concentrated sulphuric acid, are mixed in order with the graphite. These oxidisers work by reacting with the graphite and removing an electron in the chemical reaction. This reaction is known as a redox reaction, as the oxidising agent is reduced and the reactant is oxidised.

Subsequently, a three-phase procedure is conducted with low, mild, and high temperature reactions, each occurring separately at scheduled times. This process has been done under intensive stirring. The reactivity of MnO$_2$ can only be activated in acidic solution, mainly described in the scheme reaction 3.2 (see below). The color of the mixture itself will stay dark because of the graphite but at the liquid border the formation of the green manganate dimer (Mn$_2$O$_7$) can be seen. The transformation of MnO$_4^-$ into a more reactive form Mn$_2$O$_7$ will certainly help oxidise graphite, but the bimetallic form of manganese oxide has been reported to detonate when heated up to 55 °C, or when reacted with organic compounds. The graphite was oxidised to define graphite oxide through these procedures. Graphite oxide is a compound made up of carbon, hydrogen and oxygen molecules. A large number of oxygen-containing functional groups (epoxide, carbonyl, carboxylic and hydroxyl) have been introduced onto both sides of a single graphite sheet (namely, Graphite oxide) as seen in Scheme 3.1. The implantation of functional groups overcomes the inter-sheet van der Waals force and enlarges the interlayer spacing. Graphene oxide (GO) is effectively a by-product of this oxidation as when the oxidising
agents react with graphite, the interplanar spacing between the layers of graphite is increased. The completely oxidised compound can then be dispersed in a base solution such as water, and graphene oxide is then produced. As proposed in Scheme 3.1, graphite oxide and graphene oxide (GO) are very similar, chemically, but structurally they are very different. The difference in structure of GO and graphite oxide lies in a large amount of chemical functional groups attached to the carbon plane and structural defects within the plane, both of which can severely decrease the electrical conductivity. The main difference between graphite oxide and GO is the interplanar spacing between the individual atomic layers of the compounds, caused by water intercalation. This increased spacing, caused by the oxidisation process, also disrupts the sp² bonding network, meaning that both graphite oxide and graphene oxide are often described as electrical insulators. The sheets in such an expanded structure are then easily pulled open using an external force such as sonication. That is, the expanded graphite is exfoliated into multi-layered or even single-layered sheets. Sonication can be a very time-efficient way of exfoliating graphite oxide, and it is extremely successful at exfoliating graphene (almost to levels of full exfoliation), but it can also heavily damage the graphene flakes, reducing them in surface size from microns to nanometres, and also produces a wide variety of graphene platelet sizes. As a result, the reduction of GO can be considered to be aimed at achieving two targets: the elimination of functional groups and the healing of structural defects. For the elimination of functional groups, there are also two effects that should be considered: whether the oxygen containing groups can be removed and whether the areas after removal can be restored to a long-range conjugated structure, so that there are pathways for carrier transport within the defined reduced graphene oxide (rGO) sheet.

Generally, the oxidised graphene sheets, or GO, acquire multiple defects and the degree of the defects is subject to the additive amount of oxidant and the oxidizing time (Kim et al., 2012; Kuila et al., 2012). Additional H₂O was added to dilute the solution, and 30% H₂O₂ was injected into the solution to completely react with the excess KMnO₄. Sodium borohydride was then added which then reduced GO into reduced graphene oxide, namely, rGO gradually precipitated out as a black solid. Reducing graphene oxide to produce reduced graphene oxide is an extremely vital process as it has a large impact on the quality of the rGO produced, and therefore will determine how close rGO will come, in terms of structure, to pristine graphene.
**Mechanism**

Since graphite is the source material, we first focus on its reactivity and chemistry. It is known that graphite does not directly react with most reagents but forms intercalation Compounds (Xia et al., 2014). Graphite and graphene possess a bonding system with a high metallic character. Both sulfuric acid and sodium nitrate play an important role in the preparation of graphene oxide (Venugopal & Kim, 2011; Jenkins et al., 2009).

![Scheme 1](image_url)

**Scheme 1.** Overview of the different stages on the route to reduced graphene oxide. The detailed procedure and mechanism are explained in the above sections.

In the first pathway the reaction is responsible for generating (intermediate) oxygen species which are consumed during the oxidation process. Altogether, there are three oxidation agents involved, namely KMnO₄, NaNO₃ and H₂SO₄. All of these are intercalated between the graphite layers which promote the oxidation effect (Chung et al., 2002).

Adding permanganate to fuming sulfuric acid leads to *in situ* generation of Mn₂O₇, a manganate dimer with a characteristic green color. It can be observed shortly after the addition of KMnO₄ along the inside of the glass vial where the mixture touches the glass. Equation 3.1 explains the instability of the dimer in water. If enough water is present in the reaction the
formation is reverted. The small quantity of water that is formally created in this reaction is absorbed by sulfuric acid (indicated by the “precipitation”-arrow) (Chung et al., 2002).

\[ 2KMnO_4 + H_2SO_4 \leftrightarrow Mn_2O_7 + K_2SO_4 + H_2O \downarrow \quad \text{Eqn. 3.1} \]

\[ 3Mn_2O_7 + 26e^- \rightarrow 2Mn_3O_4 + 13O^{2-} \rightleftharpoons 13 < O > \quad \text{Eqn. 3.2} \]

\[ Mn_3O_4 + 2e^- + 8H^+ \rightarrow 3Mn^{2+} + 4H_2O \rightleftharpoons 1 < O > \quad \text{Eqn. 3.3} \]

\[ Mn_3O_4 + H_2O_2 + 6H^+ \rightarrow 3Mn^{2+} + O_2 \uparrow + 4H_2O \quad \text{Eqn. 3.3} \]

Scheme 2  
Formation of dimanganeseheptoxide from KMnO₄ in the presence of a strong acid (adapted from Dreyer et al., 2010).

\[ \text{Mn}_2\text{O}_7 \text{ generates a large oxidative potential when reduced to a mixed oxide with Mn(II) and Mn(III) cations. Due to the anhydrous environment of the reaction, the Equation 3.2 does not involve any protons nor water. Instead, a process similar to oxidation melting is assumed to occur. In the aqueous environment, the mixed manganese oxide spontaneously precipitates as reddish brown solid. It is resolved again either by stirring for a while or by heating the mixture like it is done in the procedure described later. The last process will further reduce the mixed manganese oxide to the Mn(II)-ion species.} \]

\[ \text{Hydrogen peroxide is added as final step to overcome this issue. After addition, small bubbles will raise and the color of the solution gets clearer compared to the one before. It reduces the remaining manganese oxides and thus produces elementary (gaseous) oxygen as described by Equation 3.3. The generated oxygen gas of the last step leaves the reaction immediately and so it is not taken into account for the total oxygen balance. From the Equations 3.2 and 3.3 it is obvious that three Mn}_2\text{O}_7 \text{ generate 15 (13 + 2.1) intermediate oxygen entities (<O> = 2e^-). For this six KMnO}_4 \text{ units are needed, i.e. 2.5 (15 O per 6 KMnO}_4 \text{) oxygen entities are generated per unit. So, theoretically, 62.5% of the available oxygen could be used for the oxidation of graphite. However, some of the oxygen is involved in creating nitrogen oxide species (see next reactions) (Chung et al., 2002).} \]
NaNO₂ + H₂SO₄ \rightarrow NaHSO₄ + HNO₃ \quad \text{Eqn. 3.4}

2HNO₃ \rightarrow N₂O₅ + H₂O \downarrow \quad \text{Eqn. 3.5}

2N₂O₅ \rightarrow 4NO₂ + O₂ \quad \text{Eqn. 3.6}

NO₂ + 2e^- \rightarrow NO + O²^- \quad 1 < 0 > \quad \text{Eqn. 3.7}

NaNO₂ in fuming sulfuric acid is converted into HNO₃. Sulfuric acid is very hygroscopic and dehydrates nitric acid to form the anhydride N₂O₅ (Thiemann et al., 2000). Eventually, the anhydride decomposes into NO₂ and O₂ gas. NO₂ and its dimer form, N₂O₄, oxidize graphite. The above equations sum up this process. For clarification, the dimer forms of the nitrogen oxide species (N₂O₄, N₂O₅) are omitted. The resulting nitrogen monoxide is oxidised again to form nitrogen dioxide which closes the loop. It is also common to use sodium nitrite instead of sodium nitrate (Satti et al., 2010). In this case, HNO₂ is first formed which disproportionates to HNO₃ and NO. From this perspective, adding NaNO₂ instead of the nitrate does not make any difference. The chemistry of nitrogen oxide is complex and due to the oxidation potential in the present reaction all possible nitrogen oxide species (NₓOᵧ) are created as seen in Scheme 1. Their well-known toxicity has been subject to substantial research. Hence, some completely omit using any nitrate or nitrite in their synthesis (Marcano et al., 2010; Kovtyukhova et al., 1999).

The last part of the scheme 1 is very short and simple there is a strong reducing agent involved, NaBH₄ a mechanism for the elimination of oxygenated groups is proposed (Stankovich et al., 2007). Though numerous strategies have been proposed to reduce GO, there are still many questions without clear answers. For example, can the functional groups of a GO sheet be fully eliminated? Can the lattice defects formed during oxidation be restored during reduction? Does a reduction process decrease or increase the defect density in a graphene sheet?

The answers and further improvements in GO reduction will rely on an improved understanding of reduction mechanisms. For the elimination of functional groups, there are also
two effects that should be considered: whether the oxygen containing groups can be removed and whether the areas after removal can be restored to a long-range conjugated structure, so that there are pathways for carrier transport within the rGO sheet (Pei et al., 2012).

In a typical synthesis, graphite powder (1, 2 µM) 2 g and NaNO₃ (1 g) were subjected to an oxidative treatment with potassium permanganate (KMnO₄) in concentrated sulphuric acid (120 mL) under stirring in an ice bath. KMnO₄ (7.5 g) was added slowly with stirring and cooling, so that the temperature of the mixture was not allowed to reach 20 °C (warning: this has to be done with extreme caution; the process is highly exothermic). The mixture was then stirred and the glass beaker was placed in a water bath maintained at 35 °C for two hours to complete the synthesis, and distilled water (920 mL) was added. Upon oxidation, graphite oxide was exfoliated to graphene oxide (GO), resulting in a brownish gel-like solution. In 15 min, the reaction was terminated by the addition of a large amount of distilled water (2 L) and 30% H₂O₂ solution (10 mL), to reduce the residual KMnO₄. The colour changed from dark brown to bright yellow indicating the formation of graphene oxide. The mixture was filtered and washed with 1:10 HCl solution (3 L) in order to remove metal ions, then acetone and distilled water until the pH was neutral. The resulting graphene oxide (GO) was dried in vacuum oven to get a loose, light brown powder. Finally, reduced graphene oxide (GO) was prepared by dispersing 10 mg of graphene oxide in 30 mL EtOH / water (9:1 v/v) with slowly added drop wise 2 mL of 0.118 M aq. NaBH₄ freshly prepared under vigorous stirring for 1 h. Thereafter, the mixture was ultrasonicated for 1 h. The rGO dispersion was then washed with ethanol and repeatedly with deionized water to remove the remaining NaBH₄ and dried at 60 °C for 4 h in a vacuum oven (Loryuenyong et al., 2013, Kovtyukhova, et al., 1999).

3.2.2 Synthesis of Antimony nanoparticles

Nanometer sized particles have different properties than their bulk. Their reduction potential is highly dependent on size of the particle. As the size of the particle decreases the density of states become more limited and this will cause the reduction potential to be shifted to lower negative values. Although metal nanoparticles are catalytically active, one major drawback of these particles is their tendency to agglomerate. To prevent aggregation various approaches
are pursued to stabilise nanoparticles. These stabilisers should not interfere with the catalysed reaction or block the surface of the catalyst. Furthermore, the catalyst should be easily removed from product after the reaction. In this thesis, metal nanoparticles are synthesised by a wet chemical approach with sodium borohydride using polyvinylalcohol (PVA) as a stabiliser. Scheme 3 shows the reaction of antimony metal nanoparticles (Pradham *et al.*, 2002).

![Scheme 3](image)

Scheme 3. Scheme for the preparation of antimony nanoparticles in aqueous solution.

Antimony (Sb) in its aqueous form $\text{Sb}^{5+} / \text{Sb}_{\text{bulk}}$ has a reduction of 0.69 V (vs. N.H.E) while Sb in nanometer sized has $\text{Sb}^{5+} / \text{Sb}_{\text{atom}}$ reduction potential of -0.51 V (vs. N.H.E) (Schlenoff and Dubas, 2001). To convert the Sb ions to Sb metallic particles, the reduction potential should be overcome and this happen with the help of strong reducing agent like NaBH$_4$ (Pradham *et al.*, 2002). NaBH$_4$ has a reduction of -1.3 V (vs. N.H.E) (Schlenoff and Dubas, 2001, Pradham *et al.*, 2002). Once the nanoparticles are formed they will agglomerates causing reduction potential to increase in value till they reach the value of the bulk material and then they will stabilise. This is restricted by the surrounding matrix at which the chains and the tails of the polymer will define a new value for the reduction potential of the growing nanoparticles. NaBH$_4$ is a well-known reducing agent that is used in the production of the nanoparticles. It is regarded as a nucleophilic agent that can donate electrons to the nanoparticles. The dissolution of NaBH$_4$ in water will lead to separation of water molecules to its respective components OH$^-$ and H$^+$.  

\[ \text{DMF, aq NaBH}_4 \rightarrow \text{Sb}^{5+} \rightarrow \text{SbNP}_s \]
This will create an alkaline medium. The reducing power of NaBH$_4$ is controlled by formation of an intermediate compound that will appear during dissolution and allow the electron transfer to Sb ions to convert it into metallic nanoparticles.

\[ Na^+ + BH_4^- + H_2O \rightarrow H_2 + BH_3 + OH^- + Na^+ \quad \text{Eqn. 3.8} \]

\[ BH_3 + 2H_2O \rightarrow BH_3OH^- + H_3O^+ \quad \text{Eqn. 3.9} \]

\[ BH_3OH^- + H_2O \rightarrow H_3BO_3 + 3H_2 + OH^- \quad \text{Eqn. 3.10} \]

From equation 3.9 we can see that the intermediate compound that is responsible for the reducing power or electron transfer is BH$_3$OH. It is always accompanied by the liberation of hydrogen gas. As the intermediate compound get attached to Sb ions, and electron transfer will take place where the conduction band will filled and cause Fermi level to be shifted to higher negative values. This will induce a change in electronic density of the SbNPs forming new optical properties. The shift in Fermi level will manifest high sensitivity of nanoparticles towards oxidation. Polyanions act as well as a nucleophile that cause stabilisation of the growth of the nanoparticle. In reality there is no electron transfer to nanoparticles but the polymer can squeeze the energy level in a smaller volume and induce higher electronic density which will shift the Fermi level to higher negative potential level.

The general scheme for formation of antimony nanoparticles (SbNPs) is via reduction by sodium borohydride (NaBH$_4$) in the presence of defined poly vinyl alcohol (PVA) as stabiliser is given by the following reaction (Pradham et al., 2002).

\[ NaBH_4 + 4PVOH \rightarrow NaB(OPV)_4 + 2H_2 \quad \text{Eqn. 2.11} \]
Typically, 3 g of PVA, 0.3 ml of SbCl$_5$, 10 mL of DMF and 0.25 mL of 1.8M NaBH$_4$ aqueous solution was added all at once in to the mixture of PVA, DMF and SbCl$_5$ constant stirring then allowed to age in darkness at room temperature for 8 days and later refluxed for 2 h. Finally the powder was washed, separated and dried at ambient temperatures for 2 h (Chin et al., 2010).

3.2.3 Synthesis of Reduced Graphene Oxide Antimony Nanoparticles

Reduced graphene oxide (rGO) nanoparticles possess a number of advantages when compared to bare nanoparticles including less nanoparticle aggregation as well as the enhancement of electrical, electrochemical, and optical properties (Yang et al., 2010). Ultimately, once reduced graphene oxide has been produced, there are ways that we can functionalise rGO for use in different applications. By treating rGO with other chemicals or by creating new compounds by combining rGO with other two dimensional materials, we can enhance the properties of the compound to suit commercial applications. The synthesis of defined (rGO–SbNPs) began with the preparation of Sb nanoparticles with subsequent aging treatment of the synthesised Sb nanoparticle solution at room temperature for about 8 days. In this case, preparation strategy for rGO–SbNPs nanocomposite is produced through direct use of rGO as shown in Figure 21. In the literature metal/graphene, the nanocomposites are produced through simultaneous reduction of GO and metal ions (Hu et al., 2012; Moussa et al., 2011; Wang et al., 2011). In this synthesis rGO sheets are directly used, ethanol was used as a medium for the synthesis. Most oxidised functional groups are removed during the reduction of graphene oxide it is generally difficult to disperse the resulting graphene in solution, a stabilising agent is required to encourage the assembly of the nanostructure.
Ethanol was used as a solvent so there is a possibility of unreacted PVA. The presence of unreacted PVA not only facilitates the dispersability of the resulting hybrids, but also contributes to the homogeneous distribution of SbNPs nanoparticles on the rGO sheets. By controlling the size of cracked rGO, a variety of nanomaterials with varying size including inorganic materials are used. In this study PVA and SbNPs were used in the synthesis of the rGO–SbNPs nanocomposite and to enhance their properties as well as to obtain new synergistic effects. The interaction between PVA and rGO was mainly by hydrogen bonds. In this case the non-covalent functionalisation of rGO, through weak interactions minimises the effect of alter sp² hybridised network because it does not interfere in any destruction of aromatic structure of graphene. The hydrogen in the O–H group of PVA is capable of forming bond with the hydrogen in the rGO ring. Now, PVA chains form linkage between the rGO ring via hydrogen bonding as shown in Scheme 4.
Unfortunately, no one has studied the detailed reaction which takes place in the above mixture until this time. But the following is mechanism that might happen. The reaction occurs as the following steps, the initial step is the mixing of PVA and rGO followed by addition of SbCl$_5$ dropwise. The chains of residual PVA molecules lie on the surface of the rGO sheets, with the polymer groups extending into the solution to provide electrostatic repulsion that stabilises the suspension. These polymer groups also behave as both the active sites for the adsorption of Sb ions and the nucleation centres for Sb nanoparticles (Fenandez-Ujados et al., 2013, Lu et al., 2007).

In this way, Sb nanoparticles are grown and densely assembled on the graphene surface, as shown in reaction Scheme 4. The second step is conversion of the Sb ions to Sb metallic particles, the reduction potential should be overcome and this happened with the help of strong reducing agent like NaBH$_4$. The negatively-charged functional groups on the surface of rGO induced the nucleation of positively charged metallic nanoparticle, resulting in the successful growth of metal nanoparticles on the rGO surface.
3.3 Characterisation Methods

Different of techniques can be used to characterise the nanoparticles depending on the kind of application. Table 5 shows several characterisation techniques and parameters that can be obtained from each.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fourier Transform Infra-Red (FTIR) Spectroscopy</td>
<td>Identify specific functional groups present in the molecules</td>
</tr>
<tr>
<td>Ultra Violet Visible (UV/VIS)</td>
<td>Determine particle formation and its properties</td>
</tr>
<tr>
<td>Raman Spectroscopy</td>
<td>Information such as defect density functionalisation and crystallographic orientation can be extracted.</td>
</tr>
<tr>
<td>High resolution scanning electron energy</td>
<td>Information about surface microscopy &amp; roughness, porosity, particle size distribution and intermetallic distribution and diffusion.</td>
</tr>
<tr>
<td>dispersive X–ray Spectroscopy (HRSEM)</td>
<td></td>
</tr>
<tr>
<td>High resolution transmission electron</td>
<td>Determine surface topography and also the thickness of the studied sample.</td>
</tr>
<tr>
<td>(HRTEM/EDS).</td>
<td></td>
</tr>
<tr>
<td>Atomic Force Microscope (AFM)</td>
<td>Determine particle formation and its properties the thermodynamics of electrode</td>
</tr>
<tr>
<td>Cyclic voltammetry (CV)</td>
<td>Electrochemical activity of new systems.</td>
</tr>
<tr>
<td>Electro impedance spectrocope (EIS)</td>
<td>Better understanding of the internal electrochemical processes.</td>
</tr>
</tbody>
</table>
3.3.1 Electron Microscope

3.3.1.1 High resolution Scanning Electron Microscope (HR-SEM)

Figure 22. Schematic drawing of a scanning electron microscope (www.asu.edu).

Figure 22 shows the components of a scanning electron microscope (SEM) (www.asu.edu). Scanning electron microscope is an extremely useful tool for the study of the surface of the sample because it offers a better resolution than the optical microscope. In a scanning electron microscope (SEM) measurement, a focused electron beam (typically of energy between 5 and 20 keV) is incident upon the surface of a sample. It uses electrons emitted from tungsten or Lanthanum hexaboride (LaB$_6$) thermionic emitters for the visualisation of surface of the sample. The filament is heated resistively by a current to achieve a temperature between 2000-2700 K. This results in an emission of thermionic electrons from the tip over an area about 100 µm x 150 µm. The energy of this beam is deposited into a ‘generation’, or ‘interaction’, volume, the size and shape of which is dependent on a multitude of factors including incident beam energy, beam footprint on the sample surface, angle of incidence etc. From within this volume a number of signals originate including secondary electrons (produced in a variety of
ionisation events) and backscattered electrons which are the signals that contribute to the formation of a SEM image (Goldstein, 1992). If the sample is sufficiently thin, a signal can be detected below the sample and comprises primary electrons and both elastically and in elastically scattered electrons. Each point of the sample onto which the beam is focused, and from which information is collected, forms one pixel of a SEM image and may range from 1 nm to 10 µm in diameter. In order to create an image the primary beam is scanned across the surface of the sample in a raster pattern, and the information from each point displayed on the corresponding area of a screen. Thus the magnification, M, in a SEM is accomplished through the mapping of the sample scale, $L_{\text{sample}}$, onto the larger scale of the display, $L_{\text{display}}$:

$$M = \frac{L_{\text{sample}}}{L_{\text{display}}}$$  \hspace{1cm} \text{Eqn. 3.13}

The main drawback of SEM is that it is unable to probe beyond the external structure. In contrast to this, the transmission of the primary beam in TEM readily yields additional information regarding the number and quality of the walls of a rGO and the condition of the inner channel, in addition to verifying the presence of material encapsulated within reduced graphene layers.

The High Resolution Scanning Electron Microscopy (HRSEM) images presented in this thesis were obtained using an Auriga Zeiss instrument with Gemini technology, employing a FEG Tip operated at an accelerating voltage of 3 Kv at the Electron Microscope Unit (EMU), of the University of the Western Cape. The working distance and magnification was altered according to the contrast and depth of field required. rGO, SbNPs and rGO-SbNPs samples were fitted into the vacuum chamber of the microscope (HRSEM, Zeiss Ultra 55 Field Emission – In-lens detection). High Resolution Scanning Electron Microscopy was used to probe the surface micro and macro structure, and determine the degree of agglomeration. Specifically few grams of sample were placed in a specially designed sample holder and this was mounted into the HRSE instrument.
3.3.1.2 Transmission Electron Microscope (TEM)

Figure 23. Schematic drawing of a transmission electron microscope (www.nanoscience.gatech.edu).

Figure 23 shows the components of a transmission electron microscope (TEM). TEM analysis has been used to visualise the change in the morphology of the rGO on exposure to the SbNPs. TEM has also been used for analysing the shape and size of the rGO-SbNPs synthesised using sodium borohydride. Transmission electron microscopy (TEM) is inherently different from SEM in that this technique involves the detection of primary electrons which have passed through a sufficiently thin sample. A TEM microscope is composed by an optical column, operated under high vacuum that enclose. Illumination system takes the electrons from the gun and transfers them to the specimen giving either a broad beam or a focused beam. In the ray-diagram, the parts above the specimen belong to illumination system. The diffraction pattern and image are formed at the back focus plane and image plane of the objective lens. If we take the
back focus plane as the objective plane of the intermediate lens and projector lens, we will obtain the diffraction pattern on the screen. The beam is of sufficiently high energy (typically > 100 keV) that the majority of the electrons can pass through the sample. As the electrons pass through the sample, the uniform intensity of the primary beam is made non-uniform by scattering. In order to convert the scattered electron intensity into some meaningful form of contrast and allow easy image interpretation, TEM images are usually formed from either the direct beam (bright field, BF, image) or diffracted beam (dark field, DF, image). The contrast between two adjacent areas of a TEM image, \( I_1 \) and \( I_2 \), is usually one of two main types: mass-thickness contrast, which is of particular importance when imaging non-crystalline samples, and diffraction contrast. Mass-thickness contrast, \( C \), arises from incoherent elastic scattering of the primary electrons and occurs in both BF and DF images using electrons scattered through low angles (William and Carter, 1996).

\[
C = \frac{I_2 - I_1}{I_1} = \frac{\Delta I}{I} = \frac{\rho \sigma N_A}{A} \Delta t = Eqn. 3.14
\]

Mass-thickness contrast, as the name suggests, is dependent on variations of sample thickness, \( \Delta t \), and the single atom scattering cross-section, \( \sigma \), which is a function of atomic number, \( Z \). \( \rho \) is the density of the sample, \( A \) the atomic mass and \( N_A \) is the Avogadro constant. In simple terms the consequences of this are as follows: higher \( Z \) elements have a larger scattering cross-section than lighter elements and so scatter electrons away from the trajectory of the primary beam more effectively. Increased sample thickness has the same effect. Thus, areas of a sample with a relatively high \( Z \) and \( t \) will appear as dark areas on a BF image and bright areas on a DF image (William and Carter, 1996).

The main disadvantage of both SEM and TEM is that they are unable to yield information regarding the chemical composition of the structures seen in the images and so there is a need for supplementary techniques such as energy dispersive x-ray analysis (EDX), if a more complete picture of the sample is to be obtained (EDX may be carried out in an electron microscopy). Moreover, electron beam exposure has been shown to lead to sample degradation.
and damage (Monthioux et al., 2001), which may lead to difficulties in identifying weakly bound or sensitive species within the sample during subsequent analysis.

The High Resolution Transmission Electron Microscopy (HRTEM) and Energy Dispersive X-ray Analysis measurements of the rGO, SbNPs and rGO-SbNPs presented in this thesis were performed on the Tecnai G2 F20X-Twin MAT Field Emission Transmission Electron Microscope, equipped with EDSinstrument from FEI (Eindhoven, Netherlands) under an acceleration voltage of 200 kV in the Electron Microscope Unit, UWC Campus.

Samples were prepared by dispersion of a spatula-tip in 5 ml methanol solution, followed by sonication of the suspension. One drop of the suspension was deposited onto a Cu TEM grid covered with a thin layer of amorphous carbon and allowed to air-dry. The methanol was allowed to evaporate at room temperature. Samples were mounted in a sample holder that was introduced into the shaft of the electron microscope. The initial goal for using TEM was to provide a clear indication of size and distribution of the nanoparticles embedded in the reduced graphene oxide antimony nanoparticles.

3.3.1.3 Energy Dispersive X-ray Analysis (EDX)

This analysis is performed coupled with imaging. The characteristic X-rays emitted after electron bombing from the specimen. This is fundamentally qualitative technique but a semi-quantitative is possible.

![Figure 24](image_url)  
*Interactions of the atom with an electron beam (Goldstein, 2003).*
Figure 24 shows the interaction of the atom with an electron beam in a sample in EDX. The emitted x-rays have energies which are characteristic of the material from which they originate and therefore may be used to ascertain the chemical composition of a sample. The ability to view three dimensional images of samples of interest does not always solve a problem in an analysis. Occasionally, further complimentary techniques are required to for example when there is a necessity to identify the different elements co-exists within the same sample. For such cases; a typically built-in spectrometer called Energy Dispersive X-ray Spectrometer (EDS) will be extremely helpful. This non-invasive method is sometimes referred as EDS or EDX analysis and used in conjunction with SEM or TEM but does not stand alone without the latter. The energies of the emitted photons (energy dispersive x-ray analysis, EDX may be measured. EDX is frequently carried out within an electron microscope. The benefits of using a high energy electron beam as the excitation source is that highly localised volumes of the sample can be analysed due to the ability to precisely focus the electron beam; specific points of interest in a SEM or TEM image can be chemically characterised. This is a particularly useful tool when analysing the nanocomposite of rGO and SbNPs since any contaminants present can be identified and eliminated (Sharma, 2012).

To further explain, an electron beam hits a sample surface which will be pre-coated to make it conducting. The energy supplied by the electron beam is normally in the region of 10-20 keV. This energy supplies sufficient force for some electrons from the atoms on the sample surface to be knocked off. The vacation of electron from the atom inner shell then filled by the transfer of electrons from the atom outer shell. As the energy levels of the outer shell electrons are higher than that of the inner, the energy difference is then emitted as x-ray. During EDX analysis, the specimen is bombarded with an electron beam inside the scanning electron microscope. The bombarding electrons collide with the specimen atoms’ own electrons, knocking some of them off in the process. A position vacated by an ejected inner shell electron is eventually occupied by a higher-energy electron from an outer shell. To be able to do so, however, the transferring outer electron must give up some of its energy by emitting an X-ray. Since that the every atom dissipates unique energy level for each electron transfer, identification of the atom from which the x-ray was emitted can be established. The results from the EDX analysis is called EDX spectrum. In principle it shows a plot of frequency of x-ray emission has occurred for each energy level. As each peak is unique for each atoms, quantitative or qualitative
analysis of elemental composition can be resolved. Higher peaks value simply means a higher concentration of the element is. Not only that EDX is responsive towards the element according to each peak, it can also reveal the type of X-ray to which it corresponds as well. Each emission from one electron orbital to another carries difference values of energy level.

In this study, EDX analysis was used mainly to determine the presence of rGO, SbNPs and rGO-SbNPs in the sample materials. In an HRTEM, a fixed accelerating voltage of 20 kV was used in order to obtain high signal intensity.

### 3.3.1.4 Atomic Force Microscope (AFM).

Figure 25 shows the working of Atomic Force Microscope (AFM). Compared to other conventional optical microscopes, for instance, Scanning Electron Microscopy (SEM), which offers imaging resolution in the order of a few nm, AFM allows a better resolution in atomic scales taken in a three dimensions. AFM can examine almost any type of sample including ceramics, composites, polymers, as well as bio-samples in air or solutions with demonstrated nanoscaled resolution.

![Diagram showing the working of AFM cantilever](www.geobacter.org. Microbial Nanowires).
The principles of on how the AFM works are very simple. Atomic force microscopy is a surface analysis technique which consists of a cantilever with a tip having 30-50 nm radius and a laser detection system. The tip scans the surface of a specimen and the tip-sample interactions produce a deflection of the cantilever that is recorded by a laser deflection system. The lateral resolution depends on the size of the tip. The height detection system can resolve step height in the z-direction down to the few Ångström. The AFM can be used in contact and non-contact mode. In contact mode, the tip drags on the surface of specimen and the deflection in tip due to surface profile is recorded as signal. This technique is destructive for soft matter and harmful for the tip while scanning hard material. In non contact mode, the tip oscillates at a certain frequency above the surface of a specimen. The deflection in tip is produced due to van der Waals forces or electrostatic forces or dipole-dipole interactions (Morita et al., 2002).

Contact mode AFM is one of the most widely used method in scanning probes which works based on rastering a sharp tip across the sample. The force works on the tip is repulsive. Initially, the AFM tip needs to be moved manually very close to the vicinity of the sample. The piezoelectric scanner then will automatically adjust the position between the cantilever tip and the sample based on the pre-setup distance value decided beforehand. Now that the sample is in direct contact with the sample surface, it will then be scanned by a piezoelectric scanner by means of either moving the sample or tip relative to each other. Every deflection resulted from the scanning causes the laser beam at the back of the cantilever tip to be reflected off to a split photodiode. This photodiode acts as a sensor which records all the deflections produced from the scanning. In order to maintain a constant distance between the cantilever tip and the sample, a feed loop is used in where the scanning direction is adjusted in the z direction. By having a feedback loop, damages caused to the sample from crashing of the cantilever tip could be minimized although cannot be totally eliminated. The measured cantilever deflections are used to generate a map of the surface topography. Although contact mode AFM offers fast scanning rate and proven to be very useful when having samples with rough surface area, often the force imposed end up causing damages or deformation of soft samples and distortion of the image as a consequence. This problem is always encountered with softer materials, such as biological samples, polymers, and even some seemingly hard materials, such as silicon wafers. This problem is however resolved by imaging in liquid form.
3.3.2 Optical Microscopes

3.3.2.1 Ultraviolet-visible spectroscopy (UV-VIS)

Figure 26 shows the working of UV-Vis spectrometer. Ultraviolet-visible spectroscopy (UV-VIS) uses light in the visible and adjacent near ultraviolet (UV) ranges.

![Schematic diagram of a single-beam UV-Vis spectrometer](http://www.files.chem.vt.edu/chem-ed/spec/uv-vis/singlebeam.html)

Figure 26 Schematic diagram of a single-beam UV-Vis spectrometer

The UV-Vis radiation source has wavelengths in the range of 200 to 800 nm, with the UV range going from 200 - 400 nm and the visible range extending from 400 - 800 nm. At these wavelengths, molecules undergo electronic transitions. Since the absorption of ultraviolet or visible radiation by a molecule leads transition among electronic energy levels of the molecule, it is also often called as electronic spectroscopy. The information provided by this spectroscopy when combined with the information provided by NMR and IR spectral data leads to valuable structural proposals. In this technique, the light passes through the sample to be analysed, and some of the light is absorbed by the sample. Thus, the sample has to be thin enough such that some of the light is transmitted. Another factor is that the sample must be placed onto a
supporting substrate, for example, quartz, that is transparent at the wavelengths of light used. When visible or ultraviolet light is absorbed by the valence electrons of the material, these electrons are promoted from their ground states to higher energy excited states (Figure 27). The energies of the orbital involved in electronic transitions have fixed values (www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-vis/spectrum.htm).

![Image of electronic transitions process during light absorption](www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-vis/spectrum.htm)

Figure 27. Illustration of the electronic transitions process during light absorption (www2.chemistry.msu.edu/faculty/reusch/VirtTxtJml/Spectrpy/UV-vis/spectrum.htm).

Any molecular system possesses three types of energy namely electronic \( (E_{\text{ele}}) \), vibrational \( (E_{\text{vib}}) \) and rotational \( (E_{\text{rot}}) \) with decreasing magnitude in same order for a system. Absorption of energy leads to transition of electron from ground state to excited state. The absorption peak thus obtained is broad, smooth and never very sharp due to the fact that the electronic absorption is accompanied with a corresponding change in the vibrational and rotational energies as well. The relationship between the energy absorbed in an electronic transition and the frequency, \( \nu \), wavelength, \( \lambda \) and wave number, \( \nu \) of the radiation producing the transition is (Denney and Sinclair, 1993):

\[
\Delta E = h\nu = \frac{hc}{\lambda} = h \nu \ c \quad \text{Eqn. 3.15}
\]
where, $h$ is Planck’s constant, $c$ is the velocity of light and $\Delta E$ is the energy absorbed in an electronic transition in a molecule from a low-energy state (ground state) to a high energy state (excited state). The position of absorption maxima for a molecule depends on the difference in the energy of the ground state level to that of excited state; larger the difference between the energies, higher is the frequency of absorption and thus smaller will be the wavelength. Absorption band shows two important characteristic; position of the band which depends on the energy difference between electronic level and intensity which depends on the interaction between the radiation and electronic system as well as on the energy difference between the ground and excited state. A convenient expression, which relates the absorbance with the path length that the radiation travels within the system and the concentration of the species, can be derived from the Lambert-Beer law and is given as

$$A = a.b.c \quad \text{Eqn. 3.16}$$

Where, $A$ is measured absorbance, $a$ is the absorptivity, $b$ is the path length and $c$ is the concentration of the analyte (Denney and Sinclair, 1993).

For the purposes of this study, UV-Vis spectroscopy was employed to investigate the stoichiometry of rGO-SbNPs, a typical single beam Thermo Scientific Helios Omega range UV-VIS spectrometer with vision PC Software was used for spectroscopic characterisation. In general, the radiation from the source was passed through a filter or a suitable monochromator to get a band or a monochromatic radiation. It was then passed through the sample (or the reference) and the transmitted radiation was detected by the photo detector. Typically, two operations were performed, first, the cuvette was filled with the reference solution and the absorbance reading from 200 - 1000 nm range was recorded. Second, the cuvette was taken out and rinsed and filled with sample solution and the process was repeated. The spectrum of the sample was obtained by subtracting the spectrum of the reference from that of the sample solution. The signal so obtained was sent as a read out or was recorded. The wavelength at which the maximum absorption occurs is known as $\lambda_{\text{max}}$. At this fixed wavelength, the absorbance
changes in accordance with concentration, since the absorbance is proportional to the concentration of the absorbing species given by the Beer-Lambert law (Mehta, 2012).

For the purpose of this study UV-VIS was used for characterisation of nanoparticles. The sample were dissolved in $N,N'$-dimethylformamide (DMF) and placed in 1 cm quartz cuvettes and their UV-VIS spectra recorded. The visible spectrum was measured with the use of a halogen bulb, while the UV part of the spectrum was measured using a Deuterium lamp. The light from both sources travel along fibre optic cables and measurements were conducted on the spectral range 200 to 1000 nm. The obtained spectra were then used to characterise the absorption bands and analyse the nanoparticle samples for similarities and differences in structure (Somerset et al, 2010).

3.3.2.2 Fourier Transformed Infrared spectroscopy (FTIR)

Figure 28 represent the schematic diagram showing the three basic spectrometer components in FTIR spectroscopy. Infrared spectroscopy yields similar results as Raman spectroscopy, but complementary information. Infrared spectroscopy (IR) is a widely applied research technique that provides qualitative information about the studied sample mainly by allowing identifying specific functional groups present in the molecules.
Typically, an infrared (IR) spectrum is obtained by passing IR radiation through a sample and determining what fraction of the incident radiation is absorbed at a particular energy. The energy at which any peak in an absorption spectrum appears corresponds to the frequency of a vibration of a part of a sample molecule (Stuart, 1996). Upon amplification of the signal, in which high-frequency contributions have been eliminated by a filter, the data are converted to a digital form by an analog-to-digital converter and then transferred to the computer for Fourier transformation to be carried out (Stuart, 1996). One of the great advantages of infrared spectroscopy is that virtually any sample in nearly any state can be studied. Liquids, solutions, pastes, powders, films, fibres, gases and surfaces can all be examined by a judicious choice of sampling technique. The IR spectrum is usually presented as a graph of absorbance (A) or % transmittance (T), the percentage of the energy of the radiation of a particular wavelength that is not adsorbed by the sample – versus radiation”’s wavenumber. The absorbance and transmittance fulfill Beer-Lambert law (Stuart, 1996).

For the purpose of this study a Bruker® IFS 66/S FTIR spectrometer was used to characterise all the samples synthesised in this study. The samples were prepared by chemical methods using a bottom up approach, followed by dissolution in a 5 ml DMF solution and drop coat 5µL to the surface of the electrode. This process was left overnight for drying. The FTIR
spectra were recorded in the region 4000 – 100 cm\(^{-1}\). This method allowed for characterisation of the vibrations in the molecules by measuring the absorption of light of certain energies that correspond to the vibrational excitation of the molecules from lower to higher states (Somerset \textit{et al.}, 2010).

### 3.3.2.3 Raman Spectra

Raman spectroscopy was used to study vibrational, rotational, and other low frequency modes in a system. It relies on inelastic scattering, or Raman scattering of monochromatic light, usually from a laser in the visible, near infrared, or near ultraviolet range. The main generic apparatus of a Raman spectroscopy experiment are: excitation source (laser), optical components, spectrometer, and the processing system (CCD detector and computer). A typical Raman experimental setup is shown in Figure 29. Almost all experiments utilise some variation of this basic setup (Chalmers & Griffiths., 2002).

![Schematic illustration of a Raman set up system (Halvorson, 2010).](image)

Figure 29. Schematic illustration of a Raman set up system (Halvorson, 2010).
The laser light interacts with phonons (quantised modes of vibration) or other excitations in the system, resulting in the energy of the laser photons being shifted up or down. The shift in energy gives information about the vibrational modes in the system. The resolution of the Raman spectra can be enhanced by accumulated scans with a longer exposed time. In the study of graphene and graphene-related materials, carbon atoms are only bonded into a sp$\textsuperscript{2}$ arrangement forming C-C single bonds, which infrared spectroscopy is unable to detect. This makes Raman spectroscopy really helpful in determining ordered and disordered crystal graphitic structures as supporting evidence for the formation of graphene nanosheets and, also, to distinguish antimony nanoparticles and reduced graphene-antimony nanoparticles. In Figure 30 schematic diagrams showing the different scattering process in which an incident photon may take part. When light is incident on a sample, absorption, transmission and scattering may occur. Scattering may occur such that there is no change in the wavelength of the incident radiation (Rayleigh scattering) or there may be a small positive or negative change in the frequency of the scattered radiation (Hollas, 2004).

Figure 30. Schematic diagram showing the different scattering processes in which an incident photon may take part (Adapted from reference Hollas, 2004).
This small change in frequency occurs due to the Raman Effect and was first postulated by Smekai in 1923 and first observed experimentally in liquids in 1928 (McCreery, 2000). The origin of the Raman effect may be conceived as a scattering of incident photons through a ‘virtual state’ (Figure 30). The change in the frequency of the scattered radiation is associated with the exchange of quanta of vibrational energy between the incident photons and the lattice. Energy may be either lost by the photons to the lattice (Stokes line) or gained (Anti-Stokes line). Stokes lines occur when the scattered photons have less energy than the incident photons and the difference in the energy will create a phonon. These Stokes lines will have a longer or redder wavelength than the incident light. In general the Stokes lines are considerably more intense than the anti-Stokes lines at standard temperature, since the lowest vibrational states have more occupation probability. Stokes radiation is usually used since it is higher in intensity than the Anti-Stokes radiation due to the higher population of lower vibrational states at typical sample temperatures. The magnitude of the ‘Stokes-shift’ is therefore a measure of the (quadrupole-active) vibrational excitations of the sample and a Raman spectrum can be used to infer structural information about the sample (Ferraro, 2003).

The energy levels of molecules are explored by examining the frequencies present in the radiation scattered by molecules. During a scattering event, (1) an electron is excited from the ground to an excited (often virtual) state by absorbing a photon, (2) stimulated emission of a photon induced by a second photon occurs, as the excited state transforms back to a specific vibrational level in the ground state. About 1 in 10^7 of the incident photons collide with molecules, give up some their energy, and emerge with a lower frequency (Atkins, 1998). These photons produce what are referred to as Stokes lines in the spectrum of the scattered radiation shown in Figure 30. A small fraction of the scattered fraction photons gains energy in striking a molecule in the sample and emerges with a higher frequency; these photons produce what are referred to as anti-Stokes lines in the spectrum of the scattered radiation. If the scattered photons have the same frequency as the incident photons, this is called Rayleigh scattering. There are a number of types of Raman spectroscopy such as resonance Raman, stimulated Raman, surface enhance Raman, tip-enhance Raman and polarised Raman (Ferraro, 2003).

The Raman spectroscopy measurements presented in Chapter 4 were carried out at our laboratory, SensorLab, UWC using a Dilor XY-multi-channel Raman spectrometer, with a 514.5 nm Argon ion excitation laser. In order to reduce heating effects and degradation of the samples
the laser power was set at 100 mW, thereby only probing at about 100 nm depth of the sample surface. The samples were prepared by drop deposition of each of the suspensions onto a separate glass microscope slide. These samples were examined without further preparation. The Raman scattering measurements were performed in ambient atmosphere and at room temperature. The sample was simply placed on the sample holder followed by taking a signal. At least three spectra were taken at different regions of each sample to ensure that the spectra really are typical of the sample (Qi and Berger, 2006).

3.3.3 Electrochemical Characterisation

3.3.3.1 Cyclic Voltammetry

In the research project reported in this thesis, we learned how to use voltammetry to determine an analyte’s concentration in a variety of different samples. We also use voltammetry to characterize an analyte’s properties, including verifying its electrochemical reversibility, determining the number of electrons transferred during its oxidation or reduction, and determining its equilibrium constant in a coupled chemical reaction. Cyclic Voltammetry was used as a characterisation technique. All CV tests were conducted on an electrochemistry workstation. Figure 31 shows schematic representation of standard three electrodes set up.
In cyclic voltammetry we complete a scan in both directions. Cyclic voltammetry experiments are conducted in quiescent solutions using large (millimetric dimension) electrodes such that diffusion normal to the electrode is the major form of mass transport. Because we carry out cyclic voltammetry in an unstirred solution, the resulting cyclic voltammogram should have peak currents instead of limiting currents. The voltammogram has separate peaks for the oxidation reaction and the reduction reaction, each characterized by a peak potential and a peak current. A standard three electrode cell with a platinum counter electrode and an Ag/AgCl reference electrode in 0.1 M HCl prepared with deionised water (>18 MΩ cm). The rGO-SbNPs film was cycled between 0.6 and -1.2 V (vs. Ag/AgCl) in order to make the film hydrophilic and achieve steady state voltammograms. This step as primarily used for rGO-SbNPs catalyst films that required at least 10 CV cycles before exhibiting hydrophilicity. rGO-SbNPs on the other hand are easily wettable due to the presence of positively charged antimony groups on the surface and to the existence of more edge plane sites. When we oxidise an analyte at the working
electrode, the resulting electrons pass through the potentiostat to the auxiliary electrode, reducing the solvent or some other component of the solution matrix. If we reduce the analyte at the working electrode, the current flows from the auxiliary electrode to the cathode. In either case, the current from redox reactions at the working electrode and the auxiliary electrodes is called a faradaic current. A faradaic current due to the analyte’s reduction is a cathodic current, and its sign is positive. An anodic current is due to an oxidation reaction at the working electrode, and its sign is negative. Although the potential at the working electrode determines if a faradaic current flows, the magnitude of the current is determined by the rate of the resulting oxidation or reduction reaction. Two factors contribute to the rate of the electrochemical reaction: the rate at which the reactants and products are transported to and from the electrode, what we call mass transport and the rate at which electrons pass between the electrode and the reactants and products in solution. Voltammetry results will also give some support to the impedance spectroscopy analysis for the material comparison (Ciszewski et al., 2014).

3.3.3.2 Electrochemical Impedance Spectroscopy (EIS)

In brief, EIS operates by applying a small sinusoidal potential or current perturbation to the electrochemical interface while simultaneously measuring its response (Figure 32).
This method represents a powerful tool for the investigation of electrical properties of the material and interface at the working electrode. It is used for study of the kinetics of charges in the bulk and in the interface region, charge transfer of ionic or mixed ionic conductors, corrosion inhibition and capacitance of coating (Scholz, 2005). The resistive and capacitive characteristics of the interface can be evaluated by analysing the impedance response in a wide frequency range, provided that the analytical constraints are fulfilled. The strength of EIS lies in the fact that it is essentially a steady-state technique that is capable of accessing electrochemical processes whose relaxation times vary over many orders of magnitude (Bockris, 1999).
Impedance spectroscopy works by measuring changes to such a signal due to the impedance of the half cell. By measuring at various frequencies we can get an impedance spectrum. These measurements can then be analyzed by fitting to an equivalent electrical circuit model. Data from an impedance spectrum can be shown as either a Nyquist plot. A Bode plot shows the absolute impedance ($|Z|$) and the phase ($\theta$) frequency on the x-axis. It can also be used to show the real impedance ($Z'$) and the imaginary impedance ($Z''$) against frequency. A cell was used with a platinum wire as a counter electrode, GCE and SPCE substrate as the working electrode and with Ag/AgCl as a reference electrode. The measuring technique principles state that a small time dependent perturbation is given to an electrochemical signal at which the response is linear to record the response signal and to neglect harmonic generation and frequency mixed products. EIS was used at an open circuit dc potential = 0 mV, with a superimposed 5 mV AC potential was applied and scanned a frequency range lying between 0.1 Hz and 1000000 Hz. The outputs were plotted in Nyquist and admittance bodes plot showing a variation of phase and the Impedance of the sample as a function of frequency (Scholz, 2005).

3.4 Detection Methods For Heavy Metals

3.4.1 ICP–AES Analysis

In atomic emission spectroscopy (AES) the sample solution is nebulised and sprayed into an atomiser: flame, inductively coupled plasma, direct current arc, or graphite furnace. The energy source in this case, must cause not only atomisation, but also excitation of electrons to elicit electromagnetic emissions. The emission intensity is dependent upon the analyte concentration. The emission spectrum of each element has a unique complex characterisation; a monochromator capable of scanning wavelengths is required. A polychromator may also be used for multiple element analysis. In this sense AES differs from AAS because sequential or simultaneous of multiple elements is possible. AES has advantages over AAS in cost and convenience when the number of elements surpasses ten at a time. Since AES utilises higher
energy sources there is greater atomisation of the sample thus matrix interferences are lowered; however, at increased temperatures more elements will emit spectra at higher temperatures so spectrometers must be more elaborate (Alloway et al., 1990; Fifield and Haines, 2000).

3.4.2 ICP–MS Analysis

With mass spectroscopy, the sample is ionised in one of a number of ways. The ions are then separated by passing them through a magnetic field in a vacuum, and detected according to their charge to mass ratio.

An inductively coupled plasma (ICP) as ion source is used primarily for the analysis of heavy metals. The plasma is at a temperature of more than 10000 K composed of a mixture of native argon and ions with free electrons. A large fraction of the sample introduced will be

Figure 33. A diagram showing the cross section of the different components of modern quadrupole ICP-MS (Wum, 2012).
ionised in this environment. The sample is usually introduced via nebulisation (a fine spray) after extraction into a liquid phase such as aqueous acid. The technique is highly sensitive. Mass Spectroscopy can also be used for molecular identification. If an ionization process is less severe molecules are broken into ionised fragments in ratios dependent on the molecular structure. These can be separated in the magnetic field and measured together to generate a distinctive spectrum (with a peak for each fragment). For this technique to be feasible complex molecular compositions need to be separated first. For this, gas chromatography (for volatiles) or high performance liquid chromatography (for dissolved species) can be used (Wum, 2012).

3.4.3. Stripping Voltammetry

Stripping voltammetry is a sensitive electroanalytical technique for the determination of trace amount of metals in solution.

**Figure 34.** Steps in Adsorptive Stripping voltammetry Electroanalysis (Adapted from Wang et al., 1996).
The techniques consist of 3 steps: First, metal ion are deposited onto an electrode which is held at a suitable potential. The solution is stirred during this step to maximize the amount of metal deposited. Secondly, stirring is stopped so that the solution will become steady. Thirdly, the metal deposited is stripped from the electrode by scanning the potential. The observed current during the stripping step can be related to the amount of the metal in the solution. The stripping step may consist of a negative or a positive potential scans, creating either cathodic or anodic current respectively. Hence, Cathodic Stripping Voltammetry and Anodic Stripping Voltammetry are two specific stripping techniques.

The aim of the stripping voltammetric experiments in this thesis was to drop coat rGO-SbNPs on the surface of a carbon surfaces, insert in a solution containing complexing ligands (DMG), to achieve lower detection limit compared to the similar methods published before. The mechanism of adsorption was described by Wang et al (1996) as:

The metal M\textsuperscript{m+} reacts with a ligand L\textsubscript{a} to form the complex in solution, in the case of PGMs, e.g Rh\textsuperscript{3+}.

Accumulation at open circuit:

\[
\text{Rh}^{3+\text{aq}} + \text{L}_{\text{surf}} \rightarrow [\text{RhL}^{3+\text{surf}}]
\]

The complex is then adsorbed onto the electrode surface

Reduction:

\[
[RhL^{3+\text{surf}}] + \text{Sb}^{5+} + 8\text{e}^- \rightarrow \text{Rh}^{0\text{surf}} + \text{Sb}^{0\text{surf}} + \text{L}_{\text{surf}}
\]

The adsorbed metal is stripped back to the solution

Oxidation (stripping):

\[
\text{Rh}^{0\text{surf}} + \text{Sb}^{0\text{surf}} \rightarrow \text{Rh}^{3+\text{aq}} + \text{Sb}^{5+\text{aq}} + 8\text{e}^-
\]

L: DMG

Sodium acetate buffer (0.2 M, pH = 5.2) solution was used as voltammetric background electrolyte.
Chapter 4

Synthesis and Characterisation of Reduced Graphene Oxide Antimony Nanoparticles

4.1 Introduction

This chapter demonstrates some aspects on synthesis and characterisation of nanocomposite of carbon and antimony using polyvinyl alcohol as a stabiliser which combines high surface area and superior hybrid properties. The general aim of characterisation is to confirm and improve ideas and models of the materials synthesised. Well-defined models and structures not only tell things about a specific point in a reaction chain, but details about the precursor (graphite), possible products (modifications), and also about the reactions and procedures between them. Taking into account the importance of these materials, many studies aimed at improving the synthesis process have been conducted. A brief discussion on processing of nanocomposite is also presented. The present experimental design is to synthesise nanocomposite of reduced graphene oxide and antimony nanoparticles to be used as thin films for planar and disc carbon electrodes for enhancing sensing of different toxic metal pollutants in the environment. Reduce graphene oxide was used as a support for nanoparticles of antimony. This nanocomposite will effectively enhance electron transfer and promote response in sensing platform for toxic metal ions. The synthetic process of reduced graphene oxide was done using the modified Hummers method while antimony pentachloride was reduced with sodium borohydride into nanoparticles of antimony using polyvinyl-alcohol as a stabiliser. The systematic investigation of morphology was done by scanning electron microscope and high resolution-transmission electron microscope which revealed the synthesis of product possesses of reduced graphene oxide antimony nanoparticles. Elemental analysis has been done with energy dispersive X-ray spectroscopy on the high resolution-transmission electron microscope which proved expected elements in the nanocomposite. The detailed structural characterisation was performed by Fourier transform infrared spectroscopy and Raman spectroscopy. The
investigation of the electrochemical behaviour of reduced graphene oxide antimony nanoparticles coated on glassy carbon electrodes was carried out by voltammetric and impedance techniques. The impedance spectroscopy gave some support for the analyses for the material by evaluate the physical elements in the form of an electrical circuit model. Doing so, we can understand the double layer and the Faradaic components of the system.

4.2 Experimental section

4.2.1 Chemicals and reagents

Graphite (fine powder synthetic), SbCl$_5$ and PVA (99%) were purchased from Sigma-Aldrich, USA. HCl fuming (32%), DMF and H$_2$O$_2$ (30–32%; grade AR) were purchased from Merck, South Africa. H$_2$SO$_4$ (98%; grade AR), ethanol and KMnO$_4$ (grade AR) were purchased from Kimix Chemical and laboratory suppliers, South Africa. All chemicals were used as received.

4.2.2 Synthesis of reduced graphene oxide

rGO was exfoliated from natural graphite flake via a simplified Hummer’s method. In a typical synthesis, graphite powder (1.2 μM; 2g) and NaNO$_3$ (1 g) were subjected to an oxidative treatment with KMnO$_4$ in concentrated H$_2$SO$_4$ (120 mL) under constant stirring in an ice bath. The KMnO$_4$ (7.5 g) solution was added slowly with stirring and cooling, so that the temperature of the mixture was not allowed to reach 20 °C. The mixture was then stirred in water bath at 35 °C for 2 h, and distilled water (920 mL) was added. Upon oxidation, graphite oxide was exfoliated to GO, resulting in a brownish gel-like solution. After 15 min, the reaction was terminated by the addition of a large amount of distilled water (2 L) and 30% H$_2$O$_2$ solution (10 mL), in order to reduce the residual KMnO$_4$. The colour changed from dark brown to bright yellow indicating the formation of graphene oxide. The mixture was then filtered and washed with a 1:10 HCl solution (3 L) in order to remove any metal ions.
In Hummer’s method the final step is washing with acetone and distilled water until the pH was neutral. The resulting GO was dried in a vacuum oven (60 °C) to get a loose, light brown powder. Finally, rGO was prepared by dispersing 10 mg of the prepared GO in a 30 ml DMF/water (9:1 v/v) solution, while slowly adding drop wise 2 mL of 0.118 M aq. NaBH₄ for 1 h. Thereafter, the mixture was ultra-sonicated for 1 h. The rGO dispersion was then washed with ethanol and repeatedly with deionised water to remove the remaining NaBH₄ and dried at 60 °C for 4 h in a vacuum oven (Tang et al., 2013; Gao et al., 2011).

4.2.3 Synthesis of Antimony nanoparticles

Antimony nanoparticles were prepared by drop wise adding a solution of 0.175 M SbCl₅ into PVA used as a stabiliser, activated with DMF. NaBH₄ was used as a reducing agent. Typically, 1.8 M NaBH₄ aqueous solution was added all at once into the mixture of 3 g PVA, 10 mL DMF and 0.175 M SbCl₅ constant stirring then allowed to age in darkness at room temperature for 8 days. Finally the nanoparticles were refluxed and the powder was washed, separated and dried at ambient temperatures for 2 h.

4.2.4 Preparation of nanocomposite

The composite of rGO support containing SbNPs have been synthesised for the first time in this study. Briefly synthesis of the reduced graphene oxide impregnated antimony nanocomposite was performed using PVA as a stabiliser.
Thus, a suspension containing a ratio in weight of 10:4 (rGO/PVA), i.e. 100 mg of rGO and 40 mg of PVA were loaded in 250 mL round bottomed flask charged with 100 mL of ethanol pure grade and sonicated for 20 min. An excess of sodium borohydride (80 mg of NaBH₄) was then added in this suspension and sonicated for a further 20 min. A solution containing 0.118 M (2mL of SbCl₅) was slowly dropped onto the mixture, which was kept under constant stirring. Once the reaction was complete, the rGO–SbNPs nanocomposite was dispersed using an ultrasonic probe for 1 h. Finally, the rGO–SbNPs was filtered through a 0.45 µm Millipore nylon filter membrane under a vacuum and washed with ultrapure water. The formed nanocomposite was then dried in a vacuum for 24 h at 60 °C.

4.2.5 Preparation of the electrodes

Prior to modification, the GC electrode surface was first polished with 0.3 µm alumina slurries, rinsed thoroughly with double-distilled water, sonicated for 5 min in ethanol and 5 min in water, and dried in air. A nanocomposite of rGO-SbNPs was prepared by dispersing 1 mg of
the rGO–SbNPs in 1.0 mL of DMF by ultrasonication agitation for about 10 min. A 5 µL aliquot of this dispersion was dropped onto the GC electrode surface and left to dry overnight. After modification the surface of the electrode was carefully washed with distilled water. For comparison, a GC electrode was modified with rGO, SbNPs and rGO-SbNPs, which was individually characterised using voltammetry.

4.3. Results and discussion

4.3.1 Scanning Electron Microscope (SEM)

The morphology of the rGO, SbNPs, and rGO-SbNPs were characterised using SEM and the results are depicted in Figure 1(a), (b) and (c).
Figure 36. SEM image of (a) rGO, (b) SbNPs and (c) rGO-SbNPs with images showing ethanol dispersions of antimony nanoparticles (SbNPs), reduced graphene oxide antimony nanoparticles (rGO-SbNPs) and reduced graphene oxide (rGO).

A schematic diagram is shown in Figure 36 for better understanding and comparison of the structures of the synthesised composites. The rGO, SbNPs and the nanocomposite of rGO-SbNPs can also be observed by the change in colour in the picture images. The surface morphology judgment of the rGO, SbNPs and the nanocomposite of rGO-SbNPs were performed by SEM as shown in Figure 36 (a-c). Figure 36 (a) shows the SEM image of rGO revealing the typical curled morphology that the graphene intrinsically owns, consisting of a thin wrinkled paper-like structure. These results of rGO are in agreement with the studies done by (Fana et al., 2011; Liana et al., 2010; Meyer et al., 2007).
Figure 36(b) shows the SEM image of SbNPs, for which it can be seen that the morphology are spherical with different sizes. This means that the growth begins at different stages and period. The rGO with uniformly SbNPs distributed over the whole surface was observed in Figure 36 (c). The SbNPs can be seen as white spots on the rGO surface, which clearly indicates their coupling. On closer inspection of the SEM image, it appears in a flake-like shape. These thin edges heat up and ignite faster than the rest of the metal powder particle flakes, because of this edginess and the fact that they offer the greatest surface area, are generally the most reactive metal powder particle shape. The surface also exhibits uniform porosity in their structures, which is an important factor for sensing applications. Controlled and optimised process parameters are essential requirements to obtain desired results.

4.3.2 Transmission Electron Microscope

To further confirm the structure of the nanocomposite of rGO sheet, SbNPs and the nanocomposite of rGO-SbNPs, HRTEM analysis were carried out showing the comparative and the images are depicted in Figure 37 (a), (b) and (c).
Figure 37. HRTEM images of (a) rGO (b) SbNPs and (c)rGO-SbNPs and the corresponding nanoparticles size distribution.
HRTEM images of rGO sheet, SbNPs and the nanocomposite of rGO-SbNPs (Figure 37) reveal that nanoparticles are polydisperse in size as illustrated in the corresponding histogram. Figure 37 (a) shows the HRTEM image of rGO sheets, which illustrate the flake-like shapes of rGO. The transparent nature of the graphene implies that it is fully exfoliated into single or few-layer sheets. The selected region of HRTEM images revealed that the particles in rGO sheets have the size distribution between 1 and 16 nm with an average size distribution of 1 nm (Figure 37 a). These HRTEM results of rGO are in close agreement with the previous findings (Meyer et al., 2007).

The results for HRTEM also indicate that the SbNPs consist of agglomerates of small grains due to a lack of stabilisation and the results are depicted in Figure 37(b). Figure 37(b) image also shows agglomerates of small grains and some dispersed nanoparticles, which are more or less crystalline. The selected region of HRTEM images revealed that the SbNPs have the size distribution between 1 and 8 nm with an average size distribution of 1 nm in Figure 37(b). Figure 37 (c) depicts a typical HRTEM image of the rGO sheets covered with SbNPs. The SbNPs appear distributed randomly as dark dots on a lighter shaded support in this image. These nanoparticles occupy the whole surface of the graphene sheets. The closely packed distribution of the SbNPs over the rGO nanosheet (indicated by red arrow) is also visible from the corresponding HRTEM image in Figure 37 (c). The nanoparticles remain closely associated with each other and these associations can be rationalised as the “nano-centres”. The latter shows a nanoparticles size distribution centred at about 20 nm with size distributions between 5 nm and 40 nm. The synthesis process led to a narrower particle size distribution being the average diameter at about 1 nm for rGO sheets, SbNPs and 20 nm for rGO–SbNPs nanocomposite, as depicted by the corresponding histograms. The HRTEM results for rGO-SbNPs were confirmed with the EDX spectra images depicted in Figure 38. Further energy-dispersive X-ray (EDX) examination during HRTEM analysis in Figure 38 confirms the presence of antimony in the nanocomposite.
Figure 38. Typical EDX plot obtained for rGO-SbNPs nanocomposite.

The EDX profile of the rGO-SbNPs shows well defined peaks that contain mainly the element Sb, apart from the initial C and O that can be ascribed as rGO and the occurrence of Cu peaks that is ascribed to the grid used in mounting. This confirms the successfully incorporation of rGO supported SbNPs composite. As expected, the graphene gave carbon and oxygen in the spectrum, while Sb confirms the presence of antimony in the composite material.

4.3.3 Fourier Transmittance Infra–Red Spectroscopy

Figure 39 displays the comparative FTIR transmittance spectra of rGO, rGO-SbNPs composite, SbNPs and the GO. The spectra are shifted downwards for easy viewing.
Figure 39. Results obtained for the individual FT-IR spectra of GO, SbNPs, rGO-SbNPs and rGO compounds.

The broad band at 3400 cm$^{-1}$ of GO and SbNPs belongs to the $\nu$(-OH) vibration and a noticeable decrease in peak intensity at 3400 cm$^{-1}$ in the case of rGO and rGO-SbNPs, implies that a large fraction of the O–H groups was removed. The C–H symmetric and asymmetric stretching vibration frequency modes at 2834 and 2942 cm$^{-1}$ has been seen for GO and rGO. The appearances of these C–H symmetric and asymmetric stretching vibration frequency modes at 2834 and 2942 cm$^{-1}$ in the SbNPs and rGO-SbNPs has been observed to be very small. The band at 1652 cm$^{-1}$ is significant to the deformation vibration of O-H groups. The $\nu$(C=O) at 1728 cm$^{-1}$ is assigned to the carbonyl and carboxyl moieties. Bending frequencies for $-\text{CH}_3$ asymmetric and $-\text{CH}_3$ symmetric have been identified at 1454 and 1145 cm$^{-1}$, respectively and 1065 cm$^{-1}$ is assigned to the $\nu$(C-O) band of the epoxy group. The peak of $\nu$(C-O) at 1065 cm$^{-1}$ remained unchanged, whereas the $\nu$(C-O) peak at 1454 cm$^{-1}$ in rGO-SbNPs decreased, which indicates that
the carbonyl group was partially removed upon chemical reduction. These results of GO and rGO are in agreement with the findings (Wu et al., 2012; Choi et al., 2010). The rGO-SbNPs nanocomposite shows different absorption peaks compared to rGO and SbNPs. This means that there is new bond formed or strong chemical interaction occurring within the nanocomposites.

4.3.5 Raman Spectra

The results obtained for the Raman spectra for each of the composites synthesised in this study are shown in Figure 40.
The typical features for carbon in Raman spectra are the G-line obtained around 1600 cm\(^{-1}\) and the D-line obtained around 1350 cm\(^{-1}\) in the spectra. The G-line is usually assigned to the E\(_{2g}\) phonon of C sp\(^2\) atoms, while the D-line is a breathing mode of \(\kappa\)-point phonons of A1g symmetry. Extensive studies have determined that the positions, intensities and widths of these bands are dependent on the ordering of the sp\(^2\) sites in varying compositions of amorphous and crystalline carbon compounds (Vix-Guter \textit{et al.}, 2005; Ferrari and Robertson, 2000).

The corresponding D and G bands in the Raman spectrum of rGO appeared at 1458 cm\(^{-1}\) and 1600 cm\(^{-1}\), respectively while in the Raman spectrum of rGO-SbNPs appeared at 1345 cm\(^{-1}\) and 1584 cm\(^{-1}\), respectively. It is common to all sp\(^2\) carbon lattices and arises from the stretching of C-C bond. The intensity of the D band is related to the size of the in-plane sp\(^2\)domains (Guo \textit{et al.}, 2012). The increase of the D peak intensity indicates forming more sp\(^2\) domains. Moreover, the relative strength of D band compared to G band depends strongly on the amount of disorder in the graphitic materials (Wang \textit{et al.}, 2008). In this case, the D/G intensity ratio of rGO (\(\text{ID}/\text{IG}\)) was 0.37, slightly smaller than that of rGO-SbNPs (\(\text{ID}/\text{IG} = 0.90\)). This suggest that new (or more) graphitic domains are formed and the sp\(^2\) cluster number is increased (Guo \textit{et al.}, 2012; Pimenta \textit{et al.}, 2007).

The size of in-plane crystallites is also an important parameter for characterising graphene related materials. For instance, the electrical resistivity is considered to partly arise from the hopping of charge carriers between the crystallite zones (Guo \textit{et al.}, 2012). Obviously, the crystallite size \(L_a\) should be somehow related to the D peak in the Raman spectrum since it expresses disorder/defect in a system. \(L_a\) can be expressed by the following equation (Pimenta \textit{et al.}, 2007; Ferrari and Robertson, 2000).

\[
L_a = 4.4 \frac{IG}{ID} \quad \text{Eqn. 4.1}
\]

where \(IG\) and \(ID\) are the intensities of the G and D peak, respectively. This simplified relation allows the direct calculation of \(L_a\) from the Raman spectrum. The \(L_a\) 11.88 and 4.95 for
rGO and rGO-SbNPs, respectively were calculated which suggests larger crystalline zone in the rGO. One may therefore consider rGO-SbNPs to be the nanocomposite best suited for further study of various chemical and electrochemical properties.

We found that the rGO in Figure 40 (a) gave a similar Raman spectrum in terms of the shapes and positions of Raman peaks as can be seen in Figure 40. These results agreed very well with that obtained by Ferrari et al. (2007) and the studies by Das et al. (2008). Raman spectrum obtained from the synthesised SbNPs, indicating that the main features of the wave-number are observed at about 110 ; 140 ; 578 ; 624 ; 655 ; 681 and 764 cm$^{-1}$. These results are in fairly agreement with previous findings (Zeng et al., 2004) for the Sb$_2$O$_3$ nanoparticles. Figure 40 (b) shows the Raman spectrum of the newly synthesised rGO-SbNPs composite, which is clearly reproducing the Raman spectrum of both of the individual rGO and SbNPs Raman spectra, thereby confirming the structure of the rGO-SbNPs composite.

4.3.5 UV Vis Spectra

The successful synthesis of SbNPs, rGO, rGO-SbNPs composite was confirmed by UV-visible spectroscopy as shown in Figure 41.
The UV-visible spectrum of antimony nanoparticles (SbNPs) in DMF shows a characteristic absorption peak at 270 nm and a weak shoulder at 290 nm (Firdhouse and Lalitha, 2013). From different studies it was found that the rGO showed an absorption peak at around 260 nm (Zhu et al., 2012). From our studies we found the UV-visible spectrum of reduced graphene in DMF shows one characteristic absorption peak at 300 nm corresponding to C=O bonds (Firdhouse and Lalitha, 2013) as shown in Figure 41. The absorption spectrum of rGO-SbNPs nanocomposite showed a characteristic absorption peak at 320 and 360 nm.
4.4 Electrode reactions and Electrode Capacitance

The reaction processes that are expected to occur in cyclic voltammetry and electrochemical impedance spectroscopy are explained in Figure 42.

Figure 42. Schematic illustration of transport and kinetic phenomena in electrolytic reactions, drawn along with its equivalent impedance circuit.

Figure 42 describes the process that occurs in simple electrode reactions. In the case of reduction, a species (o) capable of receiving an electron from the electrode diffuses to the surface, receives an electrode and diffuses away from the surface. Current at the surface is generated by the transfer of electrons from the electrode to the redox species. In solution current is carried by migrations of ions. Although we need to be aware of capacitive current in cyclic voltammetry, the real power of this technique lies in its ability to investigate mechanisms and potentials of electrode reactions (http://docslide.us/documents/voltametria-ciclica-2.html).
In the electro-circuit above, $R_s$ is the solution resistance between the electrodes which is typically much smaller than the other components. $R_{ct}$ is the charge transfer resistance which accounts for the ability of the redox compound to interact with the electrode surface via electron transport. $C$ is the capacitance between the electrode and the charged ions in solution. This capacitance is known as the double layer capacitance which exists between any metal placed in an electrolyte solution. $Z_D$ is an element called the Warburg impedance which accounts for the effects of diffusion in the system. The Warburg impedance itself has both a real and imaginary component and is frequency dependent. The most critical component in the system is the charge transfer resistance $R_{ct}$. This value is very sensitive to the addition of biomolecules onto the surface of the electrode as they disrupt the charge transport between the redox compound in solution and the metal. The sensitivity of $R_{ct}$ to the conditions on the electrode surface makes impedance spectroscopy one of the best methods to use for detection of binding events on the surface of the working electrode (http://docslide.us/documents/voltametria-ciclica-2.html).

4.5. Comparative studies on electrochemical activity

4.5.1. Cyclic Voltammetry

In order to obtain substantial information about electrochemical processes, cyclic voltammetry was used and the results are depicted in Figure 43. Thermodynamic information is related to the formal potentials.
Figure 43. The CVs obtained for a GCE, compared to a rGO modified electrode, SbNPs modified electrode and to a rGO-SbNPs modified. The potential was scanned between 0.6 and -1.0 V (vs. Ag/AgCl) in a 0.1 M HCl solution.

The CV for the responses of the individual rGO, SbNPs and novel nano rGO-SbNPs composites are shown in Figure 43, evaluated in 0.1 M HCl solution at scan rate 50 mV s$^{-1}$ (S/N = 3). For the purpose of this study CV remains mostly a qualitative technique as charging current limits CV sensitivity. Therefore, in order to quantify trace metal pollutants at low concentration level, a more effective electro-analytical method was employed. For this reason AdDPCSV, with its selective sampling nature and effective pre-concentration technique was used. The negative current region in the CV curves indicates the cathodic reduction and positive current region refers to the anodic oxidation. The electron transfer behaviour studies at these electrodes using CV of redox couples exhibits well-defined redox peaks. An interesting observation was made for the appearance of a pair of each anodic and cathodic peaks in the CV of the rGO-SbNPs composite. Peaks a and a$''$ are assigned to oxidation of antimony and reduction of antimony surface oxide, respectively. Formation of b and b$'$ redox peaks were also observed in earlier studies, which is likely due to the experimental conditions and was not fully explained by Hocevar et al. (2007). The peak at band b$'$ might be associated to the hydrolysis of antimony and
is pH related, including the scanning effect in a wider potential window according to the previous findings (Hocevar et al., 2007). Anshrafi et al. (2012) suggested that very acidic medium of hydrochloric acid must be used to avoid hydrolysis of Sb since in 0.01 and 0.1 M HCl solutions, a peak corresponding to re-oxidation of antimony was observed in previous studies (Anshrafi et al., 2012).

Mares et al. (2013) also observed a similar behavior to our studies, the second cathodic peak that occurred at -0.1 V (vs. Ag/AgCl), before the main peak of Sb and assigned to underpotential deposition (UPD) of antimony. This process is a surface-limited reaction of Sb atoms deposited on the substrate, with a partial covering of the electrode surface. The redox response of the rGO-SbNPs was associated with a larger peak current compared to other compounds evaluated. The better electrochemical responses exhibited by rGO-SbNPs can be attributed to the synergistic activities of rGO and SbNPs. Electrodes modified with rGO are well reported for electrocatalysis and sensing applications (Shao et al., 2010). Table 6 summarises all the values (potential and current) referred to above for each electrode.

Table 6. Summary of the values obtained for Ep,a and Ep,c peak potential, Ip and ΔE by GCE modified with rGO, SbNPs and rGO-SbNPs compounds using CV.

<table>
<thead>
<tr>
<th>Working Electrode</th>
<th>Ep,a / V</th>
<th>Ep,c / V</th>
<th>ΔE / V</th>
<th>Ip,a (µA)</th>
<th>Ip,c (µA)</th>
<th>Ip,a/Ip,c</th>
</tr>
</thead>
<tbody>
<tr>
<td>rGO/GC</td>
<td>-0.156</td>
<td>0.145</td>
<td>0.011</td>
<td>3.93</td>
<td>-5.62</td>
<td>0.70</td>
</tr>
<tr>
<td>SbNPs/GC</td>
<td>-0.139</td>
<td>0.137</td>
<td>0.002</td>
<td>4.05</td>
<td>-4.07</td>
<td>1.00</td>
</tr>
<tr>
<td>rGO-SbNPs/GC</td>
<td>-0.148</td>
<td>0.156</td>
<td>0.008</td>
<td>5.42</td>
<td>-9.50</td>
<td>0.57</td>
</tr>
</tbody>
</table>

The results for the rGO and SbNPs scans appeared with anodic and cathodic peaks at around -0.156 V; -0.139 V and 0.145 V; 0.137 V (vs Ag/AgCl), respectively while that for rGO-SbNPs appeared with a pair of anodic peaks at around -0.148 V; -0.454 V (vs Ag/AgCl) with sharp return pair of cathodic peaks at around 0.156 V; -0.24 V (vs Ag/AgCl). The redox couples exhibited reversible to quasi-reversible behaviour with peak current ratios of the anode relative to cathode at around 0.56 – 1.0, indicating it was a perfect reversible system. The ΔE for redox couples found to be 0.011 V; 0.002V and 0.008 mV (vs Ag/AgCl) for rGO, SbNPs and rGO-
SbNPs, respectively. Considering that, it becomes so difficult to unequivocally establish the rate of electron transfer for any of these electrodes. Redox peak (b) was not highly reversible, showing a weak anodic component.

4.5.1.1 Effects of scan rates

To investigate the performance and electrochemical behaviour of the rGO-SbNPs/GC sensor, cyclic voltammetry analysis was performed at various scan rates in the potential range between 0.6 to -1.0 V (vs. Ag/AgCl) in 0.1 M HCl solution and the results are depicted in Figure 44.

![Figure 44](image)

The results obtained for voltammetric scan rate studies of the rGO-SbNPs/GC sensor in a 0.1 M HCl solution at scan rates from 20 to 200 mV s\(^{-1}\) (vs. Ag/AgCl). The potential was scanned between 0.6 to -1.0 mV (vs. Ag/AgCl).

The results obtained for the voltammetric scan rate studies of the GCE/rGO-SbNPs sensor in a 0.1 M HCl solution at scan rates from 20 to 200 mV s\(^{-1}\) (vs. Ag/AgCl) (scanning potential window +0.6 to -1.0V (vs. Ag/AgCl) are shown in Figure 44. From the CV results in Figure 44, it was observed that two defined pairs of redox couples, (a/a') and (b/b') were obtained with couple (a/a') showing relatively higher anodic and cathodic currents, compared to that of (b/b').
The redox couples were obtained in the potential range from 0.2 to -0.6 V (vs. Ag/AgCl), with the first well-defined redox couple of (a/a') recorded at \( E_{p,a} = -0.170 \) V, \( E_{p,c}= 0.180 \) V (vs. Ag/AgCl). The (b/b') redox couple was recorded at around \( E_{p,a} = -0.4 \) V, \( E_{p,c} = -0.05 \) V (vs. Ag/AgCl). Inspection of the CV reveals that for both redox couples of (a/a') and (b/b'), the \( I_{p,a} \) and \( I_{p,c} \) peak currents increased with increasing scan rate. The \( E_{p,a} \) shifted towards more negative potentials, while the \( E_{p,c} \) shifted towards more positive potentials. The difference in potential shifts (\( \Delta E \)) was 0.56 and 0.18 V (vs. Ag/AgCl) for anodic and cathodic peak potentials, respectively. The difference of \( E_{p,a} \) and \( E_{p,c} \) were found to be, \( \Delta E = 0.71 \) V at a scan rate of 100 mV s\(^{-1}\), which was expected for a fast electron transport dynamic process.

This value is slightly higher than the standard difference for a one-electron transfer reaction, which is 0.059 V. The current ratio between the peaks \( I/I_c \) was 1.05. These results also demonstrate a quasi-reversible redox process obtained for the rGO-SbNPs composite. In cyclic voltammetry, we are also given the opportunity to directly observe the stability of the electrochemically generated product by current ratio. The dependence of peak current ratio with scan rate was examined for the entire scan rates studied and showed the stability of the GCE/rGO-SbNPs sensor to be consistent. The influence of the square root of the scan rate results on both the anodic and cathodic current is shown in Figure 44 (b). The peak current increases linearly with the square root of the scan rate and for the anodic current the corresponding linear equation is \( I_p = 0.003 \ V^{1/2} \ + 0.0014 \) with a correlation coefficient (r\(^2\)) of 0.987. In the case of cathodic current the corresponding linear equation is \( I_p = 0.401 \ V^{1/2} \ + 0.038 \) with a correlation coefficient (r\(^2\)) of 0.990. These observations indicate that the rGO-SbNPs sensor platform is electroactive and the peak currents are diffusion controlled (Somerset et al., 2011; Wang et al., 2010).

### 4.5.2 Impedance Spectroscopy

The change in the interfacial electron-transfer properties on modifying the electrode surface was evaluated by electrochemical impedance spectroscopy (EIS), with the results presented in Figure 45. In Figure 45 the Impedance Nyquist plot is shown in the left, while on the right the admittance Nyquist plot is shown. The graphs contain the EIS results for all of the
rGO, SbNPs and the rGO-SbNPs, employing 0.1 M HCl solution with A.C. potential modulation amplitude of 5 mV and for frequencies ranging between 100 kHz to 0.1 Hz.

Figure 45. Nyquist Impedance and nyquist admittance plots for the rGO-SbNPs compound in 0.1 M HCl solution.

EIS was employed in this study in helping to understand the kinetics of the electrochemical process taking place at the electrode surface by measuring the total impedance of the system over a wide frequency range (Liu et al., 2012; Ting et al., 2011; Shan et al., 2009). EIS analyses were performed using rGO and SbNPs samples to compare the results and responses to that of rGO-SbNPs nanocomposite. The impedance demonstrate predominantly charge diffusion as corroborated by semi circle in admittance plot as seen in Figure 45. The missing Warburg curves indicate that the electrodes have short ion diffusion paths, which facilitate the efficient access of electrolyte ions to the surfaces of the modified electrodes for each of the composites investigated (Mishra et al., 2011).

Figure 45 shows typical comparative Nyquist plots of the modified electrodes for each of the three composites investigated. Impedance $Z$ and admittance $Y$ are two inverse transfer functions linked by the following very simple relation:

$$Z = \frac{1}{Y} \quad (Eqn. \ 4.2)$$
The most employed plot for EIS analysis is the Impedance Nyquist plot. This is a plot of the imaginary component ($Z'$) of the impedance against the real component ($Z''$) and it allows an easier prediction of the equivalent electronic circuit (Scully et al., 1993). However, it does not represent the frequency dependence and therefore it is complemented by the Bode plot. The ($C_{dl}$) double layer capacitance and ($R_{ct}$) charge-transfer resistance in absence of mass transport and reaction intermediates are the key electrical parameters to determine the impedance change for analysis of the system kinetics required to observe the change in dielectric properties of the nanocomposite under investigation (Zia et al., 2013). $Z_w$ is the diffusion or Warburg resistance. It can be seen that GCE/rGO-SbNPs has little higher interfacial charge-transfer resistance than in the case of GCE/rGO and GCE/SbNPs. This is evident from the values of charge transfer resistance.

Table 7. Circuit elements for $R_p$, $R_s$, $C_{dl}$ and CPE obtained by fitting equivalent circuit in Figure 42.

<table>
<thead>
<tr>
<th>Equivalent circuit Parameter (units)</th>
<th>rGO</th>
<th>%Error</th>
<th>SbNPs</th>
<th>%Error</th>
<th>rGO-SbNPs</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_s$ ($k\Omega\cdot cm^2$)</td>
<td>135.2</td>
<td>1.2979</td>
<td>109.1</td>
<td>0.6546</td>
<td>82.36</td>
<td>0.71855</td>
</tr>
<tr>
<td>$R_p$ ($k\Omega\cdot cm^2$)</td>
<td>846.2</td>
<td>6.7612</td>
<td>749.6</td>
<td>12.086</td>
<td>47.3</td>
<td>13.233</td>
</tr>
<tr>
<td>$C_{dl}$ ($F\cdot cm^{-2}$)</td>
<td>5.0763x10$^6$</td>
<td>6.7612</td>
<td>9.599x10$^7$</td>
<td>1.6412</td>
<td>1.66x10$^6$</td>
<td>2.2117</td>
</tr>
<tr>
<td>CPE-T ($F\cdot cm^{-2}$)</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>0.7184</td>
<td>0.7612</td>
</tr>
<tr>
<td>CPE-P</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>0.7184</td>
<td>0.7612</td>
</tr>
</tbody>
</table>

Table 7 shows the circuit elements values obtained by applying the equivalent circuit analysis in the Nyquist plots of Figure 45. The simple Randle’s equivalence circuit fitting at GCE/rGO, GCE/SbNPs and GCE/rGO-SbNPs can be observed in Table 7. $R_s$ is the solution resistance, $R_p$ – the polarisation resistance, $C_{dl}$ – the double layer capacitance, $R_{ct}$ – the charge transfer resistance in absence of mass transport and reaction intermediates, CPT – the constant phase element. The constant phase element (CPE) is comprised by two components; CPE-T and CPE-P. CPE-T is a pseudo capacitance which is called Q and CPE-P is related to the semi-circle in the Nyquist plot (depressed semicircle), normally used for the notation $\sim n$. By using CPE-P and CPE-T and resistance, one can calculate the true capacitance for the electrodes. If CPE-P equals approximately to 1, then the CPE turns theoretically to a capacitor, C (Gonullu et al., 2014; Carrara et al., 2005). $R_p = R_{ct}$ when there are no mass transport limitations and electrochemical reactions involve no adsorbed intermediates and nearly instantaneous charge transfer control.
prevails and $R_p = R_{ct} + Z_w$ in the case of mass transport limitations. Solution resistance is often a significant factor in the impedance of an electrochemical cell. The $R_i$ between the reference electrode and the working electrode must be considered. The resistance of an ionic solution depends on the ionic concentration, type of ions, temperature and the geometry of the area in which current is carried. An electrical double layer exists at the interface between an electrode and its surrounding electrolyte, characterized by existence of a charge excess on metal that attract ions of opposite charges from solution. The simplest model of the electrolyte region is that of a line charges at a fixed distance from electrode surface (Helmholtz model) similar to a simple parallel-plate capacitor. The value of the double layer capacitance depends on many variables including electrode potential, temperature, ionic concentrations, types of ions, oxide layers, electrode roughness, impurity adsorption, etc. A charge transfer takes place at the interface; in the direct reaction, electrons enter in the metal and metal ions diffuse into the electrolyte.

The charge transfer resistances were found to be 711 kΩ, 639.9 kΩ and 34.6 kΩ for each of GCE/rGO/, GCE/SbNPs/ and GCE/rGO-SbNPs, respectively. It is worth noting that the lowest charge transfer resistance was for GCE/rGO-SbNPs. This could be explained by the different electron transport mechanisms within the GCE/rGO-SbNPs. In the case of GCE/rGO, electron transport occurs only on the surface particle-to-particle network by hopping within the GCE/rGO thin film, which is considered as a slow transfer mechanism. However, an electron in the rGO-SbNPs structure, the introduction of the rGO also supplies 2D conductive networks, enhances the wetting of the active material, and disperses the nanoparticles, leading to improved rate capability. This in turn causes a shorter pathway and compensates to fast electron transfer and thus, provide higher charge collection efficiency (Yao et al., 2011).

From Table 7, the sequence of the values of $R_{ct}$ for the different electrodes are GCE/rGO > GCE/SbNPs > GCE/rGO-SbNPs. This demonstrates that the GCE/rGO-SbNPs electrode has a higher electrochemical activity than the GCE/rGO and GCE/SbNPs. These results clearly indicate that the incorporation of graphene can improve the electrochemical properties of SbNPs. In Table 8 the results for the kinetic parameters of the nanocomposite of rGO, SbNPs and rGO-SbNPs are shown.
Table 8. Kinetics parameters of rGO, SbNP and rGO-SbNPs modified electrodes obtained in 0.1 M HCl solution.

<table>
<thead>
<tr>
<th>Kinetics parameters</th>
<th>rGO/GCE</th>
<th>SbNPs/GCE</th>
<th>rGO-SbNPs/GCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$ (rad s$^{-1}$)</td>
<td>277.00</td>
<td>1628.66</td>
<td>1739.30</td>
</tr>
<tr>
<td>$\tau$ (s rad$^{-1}$)</td>
<td>3.61x10$^{-1}$</td>
<td>6.14x10$^{-4}$</td>
<td>5.75x10$^{-5}$</td>
</tr>
<tr>
<td>$i_0$ (A)</td>
<td>2.78x10$^{-8}$</td>
<td>3.14x10$^{-8}$</td>
<td>6.79x10$^{-9}$</td>
</tr>
<tr>
<td>$k_{et}$ (cm s$^{-1}$)</td>
<td>4.07x10$^{-5}$</td>
<td>4.60x10$^{-5}$</td>
<td>9.94x10$^{-7}$</td>
</tr>
</tbody>
</table>

Next, this study interrogated the electron transfer kinetics (time constant ($\tau$), heterogenous rate constant ($k_{et}$) and exchange current ($i_0$) occurring at these electrodes, since the EIS analysis provides a more detailed description of an electrochemical system compared to cyclic voltammetry (Chang et al., 2006). The results presented in Table 8 have shown that the heterogeneous rate constant ($k_{et}$) value increased as follows: GCE/ rGO-SbNPs > GCE/SbNPs ≈ GCE/rGO, this agreed very well with the CV results shown in Figure 43. The value of exchange current calculated showed a higher value in GCE/rGO-SbNPs, compared to GCE/rGO and GCE/SbNPs, proving the faster flow of charge in the novel composite synthesised in this study.

4.6 Summary

This chapter demonstrated the successful synthesis and characterisation of the novel rGO-SbNPs composite, for further application in an electrochemical sensor for PGMs stripping analysis. This chapter has also shown the synthesis and characterisation of rGO, SbNPs and nanocomposite of rGO-SbNPs, which are potentially useful in sensors and related fields. The products of these reactions have been extensively characterised by electron microscopy, spectroscopic and electrochemical techniques. The results for the aforementioned analysis have shown that the products have a nanocomposite structure ideal for sensor applications. By incorporating nanomaterials in sensors, great promise has been achieved since these materials can be utilised to capture the pollutant or amplify the signal associated with its detection. Both of these capabilities are important for trace level detection of various pollutants.

The TEM-EDX spectra confirmed the presence of the graphene and antimony in the novel rGO-SbNPs composite. The cyclic voltammetric results clearly indicated that the peak current was much higher for the GCE/rGO-SbNPs composite, compared to the individual results...
of GCE/rGO and GCE/SbNPs, respectively. This observation was also supported by the EIS results of the GCE/rGO-SbNPs composite. It could be deduced from the EIS results that the combined effect of rGO and SbNPs enhanced the electron transfer in the rGO-SbNPs composite. The value for $R_{ct}$ is surface dependent, with the GCE/rGO-SbNPs having the lower charge transfer, which is consistent with the findings from the CV analysis. The equivalent circuit model that incorporated the CPE, yielded satisfactory results as evident from the percentage error values obtained in the calculations. On the other hand, EIS provided evidence on successful incorporation of rGO and SbNPs as it showed lower electron transfer resistance. The CV results offered a better current response for the GCE/rGO-SbNPs composite, compared to the individual results of GCE/rGO and GCE/SbNPs, respectively. The proposed modified electrode has high surface activity due to being modified with composite nano-particles, which could amplification the response current. Further work should be undertaken to optimise the composition and microstructure of the composite.
Chapter 5

Investigations of Redox behaviour of PGMs using rGO-SbNPs nanosensors

5.1 Introduction

In this chapter comparative study on the electrochemical behaviour of PGMs at GCE/rGO-SbNPs and SPCE/rGO-SbNPs has been investigated in NaOAc buffer by cy CV. The size and shape of the electrode surface has an effect on the voltammetric response of the electrode. Cyclic voltammetric characteristics, associated with the positions of peak potentials ($E_a$ and $E_c$) and current ratios ($I_{bg}/I_z$), are measured with scan rates. The peak current observed in the modified electrodes is dependent on both the porosity and nature and number of sites involved in partitioning the complex into film. The values of diffusion coefficient for different electrodes have been calculated from electrochemical data. The investigation focuses essentially on these effects, the different electrochemical cells (Epsilon electrochemical analyzer (BASI instruments, USA, model CV-27) and a commercially available miniaturized potentiostat (PalmSens®)) in order to understand the role of electrode material, its surface modification, solvent and analyte in an electrochemical cell on cyclic voltammograms.

5.2 Materials and Methods

5.2.1 Reagents

All the PGMs under investigation were procured from Fluka (Germany), i.e. the standards for platinum (Pt), palladium (Pd) and rhodium (Rh) (1000 mg/L atomic absorption standard solution) and DMG. The antimony pentachloride was provided by Aldrich (Germany). All other reagents used were provided by Merck (South Africa) and included sodium acetate, ammonia with a purity of ca. 25% ammonium chloride, hydrochloric acid with purity 32% and nitric acid
with purity 55%. Glacial acetic acid and ethanol (95%) were purchased from Kimix (South Africa).

5.2.2 Instrumentation

Cyclic voltammetric experiments were performed with a BAS cyclic voltammograph (USA, model CV-27) equipped with three electrode system connecting with a Houston X-Y recorder (Model-100). The three electrodes used in the experiments were a working glassy carbon electrode, the electrode set-up consist of a conventional three electrode configuration, which comprised a platinum (Pt) working electrode, a Pt wire as counter electrode and silver/silver chloride (Ag/AgCl) as a reference electrode. Alumina micro polish and polishing pads (Buehler, IL, USA) were used for electrode polishing. All the experiments were carried out at different scan rates. 0.2 M NaOAc buffer solution has been used as supporting electrolyte with a fixed temperature of 25 ºC. Other measurements were performed using a PalmSens portable potentiostat / galvanostat, with the PS Trace program and accessories (PalmSens® Instruments BV, 3992 BZ Houten, The Netherlands), interfaced to a microcomputer controlled by PS 2.1 software for data acquisition and experimental control. The measurements were performed in a conventional electrochemical cell of 20.0 ml, SPCE with 4 mm diameter provided by Dropsens (Oviedo, Spain) as working electrodes (www. Dropsen.com).

5.2.3 Preparation of graphene impregnated with antimony nanoparticles

The rGO-SbNPs were obtained by refluxing antimony pentachloride in a mixture of 10:4 graphene and polyvinyl alcohol in ethanol containing sodium borohydride. The suspensions were then centrifuged for 1 h under constant stirring, and the supernatants were taken. The drop coating of the rGO-SbNPs on the GCE and SPCE was done in the way as suggested by Ntsendwana et al., (2012). After drying properly the electrode was finally dipped into the NaOAc buffer for overnight
5.3. Results and discussion

5.3.1 Voltammetric evaluation of graphene-antimony nanomaterials

The comparative behaviour of cyclic voltammetric behavior of SPCE/rGO-SbNPs and GCE/rGO-SbNPs in 0.2 M NaOAc buffer at 60 mV s\(^{-1}\) scan rate is shown. In Figure 46 below the results for the CV comparison of the unactivated SPCE, activated SPCE and SPCE/rGO-SbNPs and GCE/rGO-SbNPs electrode evaluated in 0.2 M NaOAc buffer (pH = 4.8) solution are shown.

![Figure 46. Overlay of (a) activated and unactivated SPCE and modified SPCE, (b) GC/rGO-SbNPs and SPC/rGO-SbNPs electrodes in 0.2 M NaOAc (pH = 4.8) solution.](image)

For the results in Figure 46 (a) the SPCE was cycled at the potential from 0.4 V to -1.8 V (vs. Ag/AgCl) in 0.2 M NaOAc buffer at a rate of 10 mV s\(^{-1}\) for the first cycle, then pre-treated using the same specifications as for the unactivated SPCE measurement. As we seen in Figure 46 (a) oxidation and reduction signals of the redox couple were obtained when the electrode was measured directly as received from the manufacturer (unactivated SPCE).

This process was applied to remove any organic compounds or other contaminants that may be present in the carbon ink from the printing process. Pre-treatment and activation can make the surface more amenable to electron transfer by increasing the amount of active sites. After these measurements, rGO-SbNPs composite was drop coated and dried on the SPCE surface followed with other measurement as seen in Figure 46 (a). The reason for these
measurements was to compare the behaviour of the SPCE directly from the manufacture, the activated SPCE and the modified SPCE before proceeding with this study. The overlay of these electrodes are shown in Figure 46 (a).

This study was conducted using SPCE and GCE. In Figure 46 (b) the SPCE/rGO-SbNPs and GCE/rGO-SbNPs active surface areas were compared in terms of current signal. Before measurement the GCE was thoroughly polished on a Buëhler pad using various sizes of alumina powder and rinsed with copious amounts of deionized water. Subsequent to the polishing step, the GCE was sonicated in 20% ethanol for 2 minutes to remove residual alumina, followed by rinsing with more deionised H₂O and air dried. An interesting observation was made for the appearance of a pair of anodic and cathodic peaks each in the CV of both GCE and SPCE. The voltammetric peak might be the results of a modifier used. From these results it was deduced that the maximum, $I_p$ value is obtained at the SPCE/rGO-SbNPs surface. The difference of signal between the two voltammograms was due to the difference of surface area between the SPCE/rGO-SbNPs and GCE/rGO-SbNPs sensors. The peaks that appeared on both electrodes are the results of a modifier.

### 5.3.2 Effect of Supporting Electrolyte.

In Figure 47 the effect of different supporting electrolytes on the carbon electrode was assessed in two ways: (i) the effect on the current response magnitude, and (ii) the effect on cyclic voltammogram resolution.
Not only can the course of a reaction depend on the electrode material but it can also depend on the choice of solvent and supporting electrolyte. The supporting electrolyte may be an inorganic salt such as potassium chloride or nitrate, a mineral acid or a base. Supporting electrolytes can serve in three main purposes (Kissinger & Heineman, 1994). Firstly, it provides the necessary ions to enable electric charge to pass through the electrochemical cell and lower the resistance of the cell. Secondly, it minimises the migration of analyte caused by the electric field and thirdly, it influences the resolution and the half-wave potential of the analyte (Kissinger & Heineman, 1994). From the different electrolytes investigated in this study, it was found that 0.1 M HCl solution gave better resolution in both oxidation and reduction peaks. In contrast, the use of 0.1 M HCl resulted to the electrode surface collapsing. For graphene, it is reported that PB (pH = 7.4) is the ideal electrochemical supporting electrolyte documented (Ibrahim et al., 2001). For the purpose of this study we have performed our experiments focusing in three media, i.e. NaOAc buffer (pH = 4.8), NH₃ buffer (pH = 9.2) and PB (pH = 7.4) solutions. The detailed results of these buffered solutions will be dealt with in the next chapter.
5.3.3 rGO-SbNPs Redox Chemistry in 0.1 M HCl.

Figure 48 shows a comparison of GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors at the different scan rates. Scan rate defines the speed of the potential sweep during data acquisition. Scan rate is one of the most important parameters that affect the redox properties of the substrates in cyclic voltammetry experiments. In reality the concept of an inert electrode is idealistic, given that the surface of an electrode has to exert an influence on the electrode reaction (perhaps small) and can form bonds with species in solution (formation of oxides, adsorption, etc.) (Brett, 2013).

![Figure 48. CV of rGO-SbNPs evaluated at modified (a) GCE, and (c) SPCE in aqueous 0.1 M HCl electrolyte; while in (b) and (d) the graphs of peak current vs. square root of scan rate is shown.](image-url)
In order to understand the electrochemical behaviour of r.GO-SbNPs on SPCE and GCE, the various scan rates between 20 and 300 mV s\(^{-1}\) were measured by the CV method by using 0.1M HCl electrolytes for both electrodes. Figure 48 shows the CV plots at various scan rates between 20 and 100 mV s\(^{-1}\). The results in Figure 48(b) and (d) give the peak current \((I_p)\) as a function of square root of the scan rate \((v^{1/2})\) and the corresponding linear fitting. The relationship between scan rate \((v)\) and \(I_{pa}/I_{pc}\) or \(I\) vs \(v^{1/2}\) is often used as diagnostic criteria for identifying the nature of the electrode process. Here, \(I_{pa}\) and \(I_{pc}\) are anodic peak current and cathodic peak currents in a cyclic voltammograms, respectively. CV were used to study the electrochemical properties of the rGO-SbNPs-modified electrodes. It was performed in order to investigate the kinetics of the electrode reactions and verify whether diffusion is the only controlling factor for mass transport or not. Figure 48 illustrates the scan rate dependence of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs electrodes, respectively. The anodic and cathodic peaks can be assigned to the oxidation of antimony and reduction of antimony at the surface, respectively. Mares et al., (2006) observed the similar behaviour using antimony telluride on Pt and glassy carbon electrodes and diagnosed that the redox peak observed may be due to oxidation of Sb and reduction of Sb (Mares et al., 2013).

Our results are consistent with the studies done by Svancara et al., (2007) using antimony film electrode that has investigated the effect of different cathodic vertex potentials upon CV behaviour of antimony at the surface of the electrode. As can be clearly observed, in the case of SPCE/rGO-SbNPs the current signal is higher for both anodic and cathodic peaks compared to that of GCE/rGO-SbNPs. This was due to the greater electroactive surface area for SPCE compared to GCE. Another observation made was a normal peak shift for the GCE/rGO-SbNPs. CV shapes that are distorted at SPCE/rGO-SbNPs resulted to a decrease in potential at scan rates higher than 100 mV s\(^{-1}\) (scan rates CVs above 100 mV s\(^{-1}\) are not shown). We have also observed an anodic shift in the CV results of GCE/rGO-SbNPs and a large cathodic shift in that of SPCE/rGO-SbNPs. The large cathodic shift in the peak potential at the SPCE/rGO-SbNP agrees with slow electron transfer kinetics (Mardegan et al., 2012). The decrease in current is much more important for the modified carbon at higher scan rates, indicating poorer kinetics. The GCE/rGO-SbNPs/GC exhibit excellent cycling rate stability up to very high scan rates such as 300 mV s\(^{-1}\). A non-linear relationship would indicate an adsorption dependent redox reaction. Nevertheless, slight shifts in peak potential were observed with increasing scan rate indicating
some kinetic limitations. According to Isikli and Diaz, (2012) previously, Bélanger et al. reported that for covalently bound species the decrease of the total capacitance becomes much more important for the highest anthraquinone loaded electrodes and at high scan rates (Isikli and Diaz, 2012; Pognon et al., 2011). In our results in the case of SPCE/rGO-SbNPs, we have seen a decrease in peak current at higher scan rates which means that the SPCE was rGO-SbNPs loaded.

According to the Randles-Sevick equation, the plot of $I_{pa}$ versus $v^{1/2}$ should be linear curve for a diffusion controlled process. Anodic and cathodic peak currents were plotted against square root of scan rate, as shown in Figure 3. We have correlation coefficient of ($R^2 = 0.992$ and $R^2 = 0.971$) for linear of current vs scan rate for GCE/rGO-SbNPs, SPCE/rGO-SbNPs gave a correlation coefficient of ($R^2 = 0.992$ and $R^2 = 0.994$). These results confirm the diffusion-controlled electron transfer in the range $20 - 100\text{mVs}^{-1}$ for SPCE/rGO-SbNPs. These results indicate that the determining step of reaction is mass transport to both the rGO-SbNPs/GCE and rGO-SbNPs/SPCE surfaces. One would expect that the peak current value, $I_p$, should linearly increase with the elevated potential scan rate as it is theoretically predicted for a surface-confined electrochemical process (Antonio et al., 2013). However, we found that $I_p$ is proportional to the square-root of the potential scan rate as predicted by the Randles–Sevcik equation. In our case, the electroactive species have to reach the electrode surface by diffusion in order for electron transfer to offer. It means that the electron transfer is controlled by mass transport, although the whole process is governed by diffusion. A summary of the results collected for the calculations slopes of the scan rate studied and correlation coefficient for SPCE/rGO – SbNPs and GCE/rGO – SbNPs are shown in Table 9.

Table 9. Summary of results for the slope and $R^2$ for carbon nanoparticle electrodes investigated.

<table>
<thead>
<tr>
<th>Modified Electrode</th>
<th>Current</th>
<th>Slope (sqrt scan rate)</th>
<th>$R^2$ (sqrt scan rate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>$8.0 \times 10^{-3}$</td>
<td>0.971</td>
</tr>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>$2.06 \times 10^{-4}$</td>
<td>0.994</td>
</tr>
</tbody>
</table>

In conclusion rGO-SbNPs can act as an electron transfer medium and enhance the electrochemical reaction. The introduction of rGO-SbNPs on the GC and SPC electrode surfaces facilitates the conduction pathway at the modified electrode surface.
5.4 Electrochemical calculations

Scan rate studies of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors were performed in a 0.1 M HCl solution, in order to calculate the surface concentration of the nanoparticle films on the GC and SPC electrodes in accordance with Brown–Anson analysis, using a plot of peak current ($I_p$) against scan rate ($v$) with the results calculated using Equation 5.1 (Somerset et al., 2006).

5.4.1 Brown-Anson analysis

The electroactive surface area (A) of the modified electrodes tested was determined using the Randles-Sevcik plot described by the following equation:

$$I_P = \frac{n^2 F^2 A \Gamma}{4 \sqrt{\pi} \nu R T} \text{ (Eqn. 5.1)}$$

Where $n$ represents the number of electrons transferred in the redox reaction, $F$ is the Faraday constant (96,584 Cmol$^{-1}$), $\Gamma$ is the surface concentration of the rGO-SbNP film (molcm$^{-2}$), $A$ is the surface area of the electrode (0.0177 cm$^2$), $\nu$ is the scan rate (mVs$^{-1}$), $R$ is the gas constant (8.314 J mol$^{-1}$ K$^{-1}$), and $T$ is the temperature of the system (298 K).

5.4.1.1. Number of electrons in nanocomposite matrices

Equation 5.2 was used for calculating the number of electrons in each of the carbon electrodes modified with rGO-SbNPs (Bard and Faulkner, 2001):

$$|E_p - E_{p/2}| = 2.20 \frac{RT}{nF} \text{ (Eqn. 5.2)}$$
Where $F$ is the Faraday constant (96,485 C mol$^{-1}$e$^{-}$), $R$ is the universal gas constant (8.314 J.K$^{-1}$. mol$^{-1}$), $T$ is the absolute temperature of the system (25 ºC = 298.15 K), and $n$ is the number of electrons.

A summary of the results collected for the calculations of the number of electrons involved in the nanoparticle matrix, is shown in Table 10.

Table 10. Summaries of results for the number of electrons for different nanoparticle carbon electrodes matrices at the scan rate 40 mV s$^{-1}$.

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Scan rate (mVs$^{-1}$)</th>
<th>No. of electrons</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCE/rGO - SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>1</td>
</tr>
</tbody>
</table>

According to these results it can be prove that one electron is participating in the redox process.

5.4.1.2 Surface concentration of the nanoparticle on carbon electrodes

In the next step, the true surface area of the electro-active species modified on the GCE and SPCE was determined experimentally, by cyclic voltammetry according to established methods (Bard & Faulkner, 2001). The geometric surface area only account for a theoretical and flat surface area, whereas experimental calculation takes into account the topographical variances of the surface. Using Randel-Sevcik plots of peak current vs. scan rate (or square root of scan rate), the data needed to perform Brown-Anson analysis were collected. The Brown-Anson equation is given in Equation 5.3 (Zanello, 2003):

\[ lp = \frac{n^2 F^2 A \Gamma^*}{4RT} \nu \]

Eqn. 5.3

Where the slope is equal to:
Where $F$ is the Faraday constant (96,485 C. mol$^{-1}$e$^{-}$), $R$ is the universal gas constant (8.314 J.K$^{-1}$.mol$^{-1}$), $T$ is the absolute temperature of the system (25 ºC = 298.15 K), $A$ is the surface area of the electrode, and $n$ is the number of electrons.

When comparing the results for SPCE/rGO-SbNPs and GCE/rGO-SbNPs surfaces, the following result has been found and are summarised in Table 11.

Table 11. Summaries of results for the surface concentration of carbon nanoparticle electrodes.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Current</th>
<th>Scan rate (mVs$^{-1}$)</th>
<th>Surface Concentration ($\Gamma$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCE/rGO - SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>$1.66 \times 10^6$</td>
</tr>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>$4.01 \times 10^3$</td>
</tr>
</tbody>
</table>

Using Brown-Anson equation, the surface coverage, $\Gamma$, was calculated and the results are presented in Table 11. When comparing the results, it was found that SPCE/rGO-SbNPs has the highest surface concentration than GCE/rGO-SbNPs. This behaviour suggests that the carbon surfaces are different when the nanoparticles were drop coated. The results suggest that the surface area of SPCE was 3000 times more than that of GCE and leads to a more favorable exposure of rGO-SbNPs and a higher electrochemically effective surface area.

5.4.1.3 Electron transport diffusion coefficient for carbon nanoparticle electrodes

The electron transport diffusion coefficient, $D_e$ (in cm$^2$s$^{-1}$), was calculated from the Randle-Sevcik plot of peak current ($I_p$) versus square root of scan rate ($v^{1/2}$). Using the Randle-Sevcik data and Equation 5.3 (Bard and Faulkner, 2001), the following Equation 5.5 was obtained for the determination of $D_e$:

\[
I_p = 2.69 \times 10^5 \times n^{3/2} \times A \times D_e^{1/2} \times C \times v^{1/2} \quad Eqn. 5.5
\]
Where \( F \) is the Faraday constant (96,485 C.mol\(^{-1}\).e\(^{-}\)), \( R \) is the universal gas constant (8.314 J.K\(^{-1}\).mol\(^{-1}\)), \( T \) is the absolute temperature of the system (25 \( ^\circ \)C = 298.15 K), \( A \) is the surface area of the electrode, and \( n \) is the number of electrons. The result from a plot of \( I_p \) vs \( v^{1/2} \) is then used and the slope is equal to:

\[
\text{Slope} = 2.69 \times 10^5 \cdot n^{3/2} \cdot A \cdot D_e^{1/2} \cdot C \\
\text{Eqn. 5.6}
\]

In a similar method as for SPCE/rGO-SbNPs, the diffusion coefficient of the of the GCE/rGO-SbNPs was also calculated. A summary of the results are shown in Table 12.

Table 12. Summaries of results for electron transport diffusion coefficients in nanoparticle matrices.

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Scan rate (mVs(^{-1}))</th>
<th>Diffusion coefficient ((D_e))</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCE/rGO - SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>(1.60 \times 10^{-9})</td>
</tr>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>(1.48 \times 10^{-12})</td>
</tr>
</tbody>
</table>

We have calculated diffusion coefficients of the SPCE/rG0-SbNPs and GCE/rG0-SbNPs sensors, at a scan rate of 40 mV s\(^{-1}\). It can be observed that the diffusion coefficient for SPCE/rG0-SbNPs is higher than GCE/rG0-SbNPs (Table 12). This finding seems to indicate that a restriction for the electron transport also occurs on carbon surfaces. It implies faster diffusion mechanism in the case of SPCE/rG0-SbNPs.

5.4.1.4 Thickness of the nanoparticle carbon electrodes films

The thickness of the nanoparticle film obtained by drop coating on the electrode was also calculated. The following equation from Iwuoha et al. (1997) was used in the calculation, where a plot of peak current (\(I_p\)) versus square root of scan rate (\(v^{1/2}\)), gives the slope of the curve equal to Equation 5.7.

\[
\frac{I_{p,C}}{v^{1/2}} = \frac{0.4463 \cdot (nF)^{3/2} \cdot A \cdot D_e \cdot \Gamma^*}{L \cdot (RT)^{1/2}} = \text{slope} \\
\text{Eqn. 5.7}
\]
where $F$ is the Faraday constant (96,485 C.mol$^{-1}$.e$^{-}$), $R$ is the universal gas constant (8.314 J/K.mol), $T$ is the absolute temperature of the system (25 ºC = 298.15 K), $A$ is the surface area of the electrode, $D_e$ is the electron transport diffusion coefficient, $n$ is the number of electrons, $\Gamma^*$ is the surface concentration of the electro-active species, and $L$ is the thickness of the polymer film (cm).

Thus, when values are substituted into Equation 5.7, the slope is then equal to Equation 5.8:

$$\frac{0.4463. (nF)^{3/2} . A . D_e . \Gamma^*}{L . (RT)^{1/2}} = \text{slope} \quad \text{Eqn. 5.8}$$

In a similar method as for SPCE/rGO-SbNPs, the film thickness of the GCE/rGO-SbNPs was also calculated. A summary of the results are shown in Table 13.

Table 13. Summaries of results for the thickness of the nanoparticle film.

<table>
<thead>
<tr>
<th></th>
<th>Current</th>
<th>Scan rate (mV s$^{-1}$)</th>
<th>Thickness of the Film (L) cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCE/rGO - SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>$1.60 \times 10^{-9}$</td>
</tr>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Anodic</td>
<td>40</td>
<td>$1.48 \times 10^{-12}$</td>
</tr>
</tbody>
</table>

The thickness of the SPCE/rGO-SbNPs and GCE/rGO-SbNPs film was calculated and the results in table 13 show the highest film thickness at SPCE/rGO-SbNPs. Referring to the results in Table 13, SPCE/rGO-SbNPs sensors has a better sensitivity than GCE/rGO-SbNPs film.

5.5 Redox behaviour of GCE/rGO-SbNPs sensor in acetate buffer solution

In this section the investigations carried out on the redox behaviour of Pd(II), Pt(II) and Rh(III) in 0.2 M NaOAc buffer (pH = 5.2) solution using GCE/rGO-SbNPs sensor are discussed. These studies are of great relevance to develop electroanalytical methodologies for PGMs
determination using nanoparticles modified electrodes. Figure 49 shows the effect of scan rate on the reduction peak for PGMs. Redox peaks were assessed through CVs of PGMs in a quiescent solution of 0.2 M NaOAc buffer (pH = 5.2), in the presence of DMG by employing a scan rate ranging from 20 to 300 mV s\(^{-1}\).

![Graphs showing CV results for the scan rate studies performed on a GCE/rGO-SbNPs sensor in the presence of Pt(II), Pd(II) and Rh(III) in a 0.2 M NaOAc buffer solution with 1 × 10\(^{-5}\) DMG.](image)

**Figure 49.** CV results obtained for the scan rate studies performed on a GCE/rGO-SbNPs sensor in the presence of Pt(II), Pd(II) and Rh(III) in a 0.2 M NaOAc buffer solution with 1 × 10\(^{-5}\) DMG.
The electrochemical behaviour of the GCE/rGO-SbNPs sensor in the presence of Pd(II), Pt(II) and Rh(III) was initially examined by using cyclic voltammetry (CV). The electrocatalytic activity of the rGO-SbNPs composite toward PGMs at different scan rates in 0.2M NaOAc buffer (pH = 5.2) solution before applying the sensor for stripping voltammetry, was investigated. In the following sections, we will try to identify the peak positions for the different PGMs in 0.2 M NaOAc buffer (pH = 5.2), in the presence of DMG since it will be used as a complexing agent for stripping voltammetric studies. The GCE/rGO-SbNPssensor showed a pair of stable redox peaks towards Pd(II) and Pt(II) activity. These peaks increased with increasing scan rate. The anodic peak around -0.1V (vs. Ag/AgCl) may be assigned to the oxidation of Pd(0) to Pd(II) and the reversed peak at potential around 0.2 V (vs. Ag/AgCl) may be assigned to the reduction of Pd$^{2+}$ to Pd(0). For Pt(II), a pair of stable redox peaks appeared in the anodic region at 0.086V and 0.20 V (vs. Ag/AgCl) anodic and cathodic peaks, respectively. These peaks increased with increasing scan rate. The anodic peak may be assigned to the oxidation of Pt(0) to Pt(II) and the reversed peak may be assigned to the reduction of Pt(II) to Pt(0). The Rh(III) is irreversibly oxidised in a single multi electron-transfer step and the anodic peak potential is located at around E = -0.85 V (vs. Ag/AgCl) for all scan rates. This reaction is labeled as Rh(0) to Rh(III) in Figure 49. Two reduction peaks are associated with the formation of two different types of Rh(III) complexes. These complexes would probably correspond to the reduction of Rh(III) to Rh(II) for the first complex, while the second one would correspond to the Rh(III) to Rh transformation. These Peaks are located at around E = -0.90 V (vs. Ag/AgCl) for Rh(III) to Rh(III) and -0.45 V (vs. Ag/AgCl) for Rh(III) to Rh(0).

The $I_{pa}$ for Rh(HDMG)$_3$ is almost the same for $I_{pc}$ of the second reduction peak, while the $I_{pa}$ for the first reduction peak is almost half of the second reduction peak with decrease in current at higher scan rates. Similar CVs were obtained by Kadish et al. (1992). The data for all the peaks with different scan rate ratios are shown in Table 14. It is evident from the Figure 49 results that the reduction peaks are sharper and more significant than the corresponding oxidation peaks for both Pd(II) and Pt(II). Both oxidation and reduction peak potentials for Rh(III) are almost the same hence, the reduction peaks were systematically studied using adsorptive differential pulse stripping voltammetry (AdDPSV) in order to achieve the desired detection limit in the following chapter.
Table 14. Results for the $E_{pa}$ and $E_{pc}$, $\Delta E_p$, and $E_{1/2}$ for the PGMs collected in 0.2 M NaOAc (pH = 5.2) solution at the GCE/rGO-SbNPs sensor surface.

<table>
<thead>
<tr>
<th>PGMs</th>
<th>mV s$^{-1}$</th>
<th>$E_{pa}$/V</th>
<th>$E_{pc}$/V</th>
<th>$\Delta E$/V</th>
<th>$I_{pa}$/µA</th>
<th>$I_{pc}$/µA</th>
<th>$I_{pa}$/$I_{pc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd(II)</td>
<td>20</td>
<td>-0.09</td>
<td>0.21</td>
<td>0.30</td>
<td>20.7</td>
<td>-56.0</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-0.09</td>
<td>0.21</td>
<td>0.30</td>
<td>21.5</td>
<td>-57.0</td>
<td>0.38</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.10</td>
<td>0.21</td>
<td>0.31</td>
<td>53.0</td>
<td>-132.0</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>-0.10</td>
<td>0.22</td>
<td>0.32</td>
<td>74.7</td>
<td>-176.0</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>-0.10</td>
<td>0.22</td>
<td>0.32</td>
<td>87.1</td>
<td>-200.0</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>-0.09</td>
<td>0.22</td>
<td>0.32</td>
<td>105.9</td>
<td>-236.0</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>-0.09</td>
<td>0.23</td>
<td>0.33</td>
<td>115.7</td>
<td>-254.0</td>
<td>0.46</td>
</tr>
<tr>
<td>Pt(II)</td>
<td>20</td>
<td>0.086</td>
<td>0.25</td>
<td>0.61</td>
<td>5.3</td>
<td>-13.6</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>0.086</td>
<td>0.25</td>
<td>0.61</td>
<td>12.1</td>
<td>-32.6</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.086</td>
<td>0.25</td>
<td>0.61</td>
<td>16.3</td>
<td>-45.8</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>0.084</td>
<td>0.25</td>
<td>0.59</td>
<td>21.6</td>
<td>-61.6</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0.084</td>
<td>0.26</td>
<td>0.58</td>
<td>24.6</td>
<td>-72.0</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>0.084</td>
<td>0.26</td>
<td>0.58</td>
<td>27.6</td>
<td>-80.0</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.080</td>
<td>0.26</td>
<td>0.54</td>
<td>29.1</td>
<td>-85.0</td>
<td>0.34</td>
</tr>
<tr>
<td>Rh(III)</td>
<td>20</td>
<td>-0.84</td>
<td>-0.90</td>
<td>0.06</td>
<td>274.3</td>
<td>-49.0</td>
<td>5.59</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>-0.83</td>
<td>-0.90</td>
<td>0.07</td>
<td>333.2</td>
<td>-138.0</td>
<td>2.41</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>-0.83</td>
<td>-0.90</td>
<td>0.07</td>
<td>386.1</td>
<td>-116.0</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>-0.86</td>
<td>-0.90</td>
<td>0.04</td>
<td>390.6</td>
<td>-84.0</td>
<td>4.65</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>-0.89</td>
<td>-0.90</td>
<td>0.03</td>
<td>452.1</td>
<td>-64.0</td>
<td>7.06</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>-0.89</td>
<td>-0.90</td>
<td>0.01</td>
<td>564.0</td>
<td>-50.0</td>
<td>11.28</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>-0.84</td>
<td>-0.92</td>
<td>0.08</td>
<td>696.0</td>
<td>-10.0</td>
<td>69.60</td>
</tr>
</tbody>
</table>

2nd Rh(III) Reduction Peak

<table>
<thead>
<tr>
<th>mV s$^{-1}$</th>
<th>$E_{pa}$/V</th>
<th>$E_{pc}$/V</th>
<th>$\Delta E$/V</th>
<th>$I_{pa}$/µA</th>
<th>$I_{pc}$/µA</th>
<th>$I_{pa}$/$I_{pc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-0.47</td>
<td>0.37</td>
<td>-216.0</td>
<td>1.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>-0.41</td>
<td>0.41</td>
<td>-318.0</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>-0.39</td>
<td>0.44</td>
<td>(2nd $I_{pc}$)</td>
<td>-368.0</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>-0.38</td>
<td>0.48</td>
<td>(2nd $I_{pc}$)</td>
<td>-427.0</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>180</td>
<td>-0.35</td>
<td>0.54</td>
<td>-475.0</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>260</td>
<td>-0.35</td>
<td>0.54</td>
<td>-484.0</td>
<td>1.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>-0.33</td>
<td>0.51</td>
<td>-528.0</td>
<td>1.32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$V$ = Scan rate; $E_{pa}$ = Anodic peak potential; $E_{pc}$ = Cathodic peak potential; $I_{pa}$ = Anodic peak current; $I_{pc}$ = Cathodic peak current; $\Delta E$ = Peak potential separation.

Table 14 presents the peak potentials measured at different scan rates for the redox system of PGMs. There is a small negligible shift in peak potentials in the 0.2M NaOAc buffer (pH = 5.2) solution compared to the 0.1M HCl (pH = 1.4) solution. The $E_{pc}$, $E_{pa}$, $I_{pa}$, $I_{pc}$, peak current ratio ($I_{pa}$/$I_{pc}$) and $\Delta E_p$ are compiled in Table 14.
To better understand the reaction mechanism, analysis of the peak potentials versus increasing scan rate was performed. In practice, the theoretical value of \((0.059/n)\) V for \(\Delta E_p\) is seldom observed.

This value is independent of the scan rate for fast electron transfer. The \(\Delta E_p\) is also useful in the determination of \(n\)-values, as a two-electron transfer \((n = 2)\) will give about 29 mV for the reversible case. For all the PGMs, Pt(II), Pd(II) and Rh(III) the results show a quasi-reversible system which is characterized by \(\Delta E_p > 0.059.2/n\) V, with the values that are not increasing with increasing scan rate. In contrast, the increasing values of \(\Delta E_p\) as a function of increasing scan rate indicate the presence of electrochemical irreversibility. A peak current ratio \(I_{pa}/I_{pc}\) is also a useful measure of the departure from reversibility in the cyclic voltammograms (Li and Albery, 1991; Cheung et al., 1990; Cervini et al., 1992). Ideally this ratio should be unity. Considering the peak current ratio, peak separation, and other factors discussed above it can be said that the redox system in PGMs complexes is quasi-reversible and the charge transfer process is diffusion controlled. However, it seems that the electrochemical process is partially controlled by adsorption for Rh(III). In fact, \(\Delta E_p\) should be null for an electrochemical process which occurs from the species in the adsorbed state. We have seen the \(\Delta E_p\) values of approximately null for Rh(III).

The peak current ratio was also evaluated by plotting the \(I_{pa}/I_{pc}\) versus the scan rate. Figure 50 shows that with increasing scan rate the peak current ratio stabilises accordingly.
In cyclic voltammetry, we are given the opportunity to directly observe the stability of the electrochemically generated product by current ratio. The dependence of peak current ratio with scan rate is shown in Figure 50. The ratio of the oxidation peak current to its corresponding reduction counterpart, \( \frac{I_{pa}}{I_{pc}} \), is less than unity for Pd(II) and Pt(II). Whereas we obtained greater than unity for the first Rh(III) reduction peak, which corresponds to a quasi-reversible system and we managed to obtain unity for the second reduction peaks. In addition, \( \frac{I_{pa}}{I_{pc}} \) is less than unity (since only a fraction of the molecules that were reduced on the forward scan are available for re-oxidation on the reverse scan.

The results show that as the scan rate increases, the \( \frac{I_{pa}}{I_{pc}} \) ratio remain the same, indicating that this couple is a typical quasi-reversible charger transference system, while for the first Rh(III) reduction peak we have experienced a value that is almost unity. The median scan rate of 60 mV s\(^{-1}\) was assigned as standard scan rate for future measurements.


5.6 Summary

In this chapter we firstly compared the behaviour of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors in 0.2M NaOAc buffer (pH = 5.2) solution and the maximum, $I_p$, value was obtained at the SPCE/rGO-SbNPs sensor. rGO-SbNPs was dropcoated on different supports: carbon (SPCE and GCE). It was hypothesised that the SPCE/rGO-SbNPs sensor will give high current signal compared with that of the GCE/rGO-SbNPs sensor. As was clearly observed, in the case of the SPCE/rGO-SbNPs sensor the current signal is higher for both anodic and cathodic peaks, compared to that of the GCE/rGO-SbNPs sensor. This was due to the greater electroactive surface area for SPCE compared to GCE. True surface area as well as film thickness of the electro-active species modified on the SPCE/rGO-SbNPs and a GCE/rGO-SbNPs sensor surface was determined experimentally. The SPCE/rGO-SbNPs has shown better results compared to GCE/rGO-SbNPs. The redox behaviours of Pd(II), Pt(II) and Rh(III) in the presence of DMG have been studied in 0.2M NaOAc buffer (pH = 5.2) solution using the GCE/rGO-SbNPs sensor. The GCE/rGO-SbNPs sensor showed potential affinity toward PGMs and therefore, the feasible redox reaction of PGMs and the enhancement in the peak current can be attributed to the high electrocatalytic activity. The Pt(II) redox couple is a reversible system and provides a fair indication of the basic kinetic performance of the GCE/rGO-SbNPs sensor. These observations revealed that the PGMs reduction process is more favourable at the GCE/rGO-SbNPs sensor. Considering the results obtained for the peak current ratio, peak separation, and other factors discussed above it can be said that the redox system in PGMs is quasi-reversible and the charge transfer process is diffusion controlled. We directly observe the stability of the electrochemically generated product by current ratio for all the selected PGMs. It was found that peak current ratio was consistent to all scan rates.
Chapter 6

Optimisation and Application of GCE/rGO-SbNPs and SPCE/rGO-SbNPs Sensors

6.1 Introduction

Soil is a critical natural resource that plays a key role in determining human well-being, providing key ecosystem services, supporting food production, and the natural recycling of carbon (C) and essential nutrients in the environment. Although soils are recognised to be critically important, our knowledge of the concentration of naturally-occurring elements in soils is limited (Smith et al., 2009).

In this chapter we report the optimisation and application of nano-carbon electrodes (GCE/rGO-SbNPs and SPCE/rGO-SbNPs) as much cheaper alternatives to ICP-MS spectroscopic analysis for the detection of PGMs. PGMs detection in soil and dust was studied so as to evaluate the performance of our novel developed sensor platforms using adsorptive differential pulse cathodic stripping voltammetry (AdDPCSV). Direct analysis of soil and analysis of extracts was performed by Inductive coupled plasma (ICP-MS) spectrophotometry, which was compared to the stripping voltammetric analysis.

6.2 Materials and Methods

6.2.1 Chemicals and reagents

All the PGMs under investigation were procured from Fluka (Germany), i.e. the standards for platinum (Pt), palladium (Pd) and rhodium (Rh) (1000 mg/L atomic absorption standard solution) and dimethylglyoxime (DMG). Graphite (fine powder synthetic), antimony (V) chloride were provided by Aldrich (Germany). All other reagents used were provided by Merck (South Africa) and included sodium acetate, ammonia with a purity of ca. 25% ammonium
chloride, hydrochloric acid with purity 32% and nitric acid with purity 55%. Glacial acetic acid and ethanol (95%) were purchased from Kimix (South Africa).

rGO-SbNPs were obtained by refluxing antimony pentachloride in a mixture of 10:4 graphene and polyvinyl alcohol in ethanol containing sodium borohydride. Graphite (fine powder synthetic), antimony (V) chloride, dimethylglyoxime (99%) and polyvinyl alcohol (99%) were purchased from Sigma-Aldrich, USA. Hydrochloric acid fuming (32%), N,N dimethylformamide (DMF) and hydrogen peroxide (32%; Grade AR) were purchased from Merck, South Africa. Ethanol Grade AR was purchased from Kimix Chemical and laboratory suppliers, South Africa. All chemicals were used as received.

6.2.2 Apparatus

All experiments were performed with Epsilon analyser (BASi Instruments, West Lafayette, IN, USA) connected to a personal computer using cyclic voltammetry (CV) and differential pulse stripping voltammetry (DPSV) equipped with three electrode system. The electrode set-up consisted of a conventional three electrode configuration, which comprised a glassy carbon (GC) working electrode, a Pt wire as counter electrode and silver/silver chloride (Ag/AgCl) as a reference electrode. Alumina micro polish and polishing pads (Buehler, IL, USA) were used for electrode polishing.

A PalmSens portable potentiostat / galvanostat, with the PS Trace program and accessories (PalmSens® Instruments BV, 3992 BZ Houten, The Netherlands), interfaced to a microcomputer controlled by PS 2.1 software for data acquisition and experimental control was also used. The measurements were performed in a conventional electrochemical cell of 20.0 ml, employing with 4 mm diameter provided by Dropsens (Oviedo, Spain) as working electrodes. The measurement of pH values during the experiments was carried out by means of a microprocessor pH meter with custom buffers (the model HI 221 series, Hanna, instruments). All experiments were performed at a controlled room temperature of 20 ± 1°C (Silwana et al., 2014; Somerset et al., 2009).
6.2.3 Preparation of nanocomposite

The composite of rGO support SbNPs nanoparticles have been synthesised for the first time. Briefly synthesis of the rGO-SbNPs nanocomposite was performed using PVA as a stabiliser. Thus, a suspension containing a ratio in weight of 10:4 (rGO/PVA), i.e. 100 mg of rGO and 40 mg of PVA were loaded in 250 mL round bottomed flask charged with 100 mL of ethanol pure grade and sonicated for 20 min. An excess of sodium borohydride (80 mg of NaBH₄) was then added in this suspension and sonicated for a further 20 min. A solution containing 0.118M (2 ml of SbCl₅) was slowly dropped onto the mixture, which was kept under constant stirring. Once the reaction was complete, the rGO–SbNPs nanocomposite was dispersed using an ultrasonic probe for 1 h. Finally, the rGO–SbNPs was filtered through a 0.45 µm Millipore nylon filter membrane under a vacuum and washed in the ultrapure water. The formed nanocomposite was then dried in a vacuum for 24 h at 60 °C.

6.2.4 Preparation of the electrodes

Prior to modification, the GC electrode surface was polished with various concentrations of alumina slurries, rinsed thoroughly with double-distilled water, sonicated for 5 min in ethanol and 5 min in water, and dried in air. A nanocomposite of rGO-SbNPs was prepared by dispersing 1 mg of the rGO-SbNPs in 1.0 mL of DMF by ultrasonication agitation for about 10 min. A 5 µL aliquot of this dispersion was dropped onto the GC electrode surface and left to dry overnight. After modification the surface of the electrode was carefully washed with distilled water. Finally, this was followed using voltammetric stripping measurements of the analyte solution and employing AdDPSV in the cathodic scanning direction.

6.2.5 Analytical procedure for the determination of PGMs

Before each voltammetric titration process, the presence of PGMs was checked by recording the AdDCSV of the blank buffer solution. The electrode surface was activated by 10 replicate direct current sweeps from + 0.6 to – 1.5 V (vs. Ag/AgCl) with scan rate 50 mV s⁻¹ in 0.2 M acetate buffer (pH = 4.8) solution. The solution was then exchanged by a sample solution
containing the same supporting electrolyte purged by pure nitrogen gas for 5 min. The procedure used to obtain AdDCSV was as follows: A 5 ml of 0.2 M NaOAc buffer (pH = 5.2) solution containing $5 \times 10^{-5}$ M DMG was transferred into the voltammetric cell. The stirrer was switched on and the solution was purged with nitrogen gas for 5 min. Then the analyte was pre-concentrated for 120 s at -1.2 V (vs. Ag/AgCl) whilst stirring the solution at 200 rpm. At the end of the accumulation time the stirrer was switched off. After resting for 10 s, the AdDPCSV was performed, with the potential scanned from +0.6 to -1.5 V (vs. Ag/AgCl) at a scan rate 90 mV s$^{-1}$. When further metal solution was added to the cell, the solution was deoxygenated with nitrogen before performing further voltammetric analysis. The peak current was used for the construction of calibration curves for each metal investigated.

6.3. Results and Discussion

6.3.1 Influence of Supporting Electrolytes

Figure 51 shows the influence of different buffer solution on cyclic voltammogram of rGO-SbNPs on a GCE/rGO-SbNPs sensor at a scan rate 10 mV s$^{-1}$. 
Figure 51. Effect of different buffers at concentration on CVs of the GCE/rGO-SbNPs sensor at a scan rate of 10 mV s\(^{-1}\) in: (a) 0.2M NH\(_3\) buffer (pH = 9.2); (b) 0.2 M NaOAc buffer (pH = 4.8); and (c) 0.2 M PB (pH = 7.4) buffer solutions.

Figure 51 shows the CVs of GCE/rGO-SbNPs sensor in: (a) 0.2M NaOAc buffer (pH = 4.8); (b) 0.2M NH\(_3\) buffer (pH = 9.2); and (c) 0.2M PB buffer (pH = 7.4) solutions at the scan rate of 10 mV s\(^{-1}\). Preliminary investigation of the rGO-SbNPs was performed using CV in different types of supporting electrolytes as seen in Figure 47 of the previous chapter. The supporting electrolytes examined included 0.01 M NH\(_3\) buffer (pH = 9.2), 0.2 M NaOAc buffer (pH = 4.8), 0.1 M HCl, 1 mM K\(_3\)Fe(CN)\(_6\), and 4 \times 10^{-3} M LiClO\(_4\) solutions (Figure 47).

It is noteworthy to mention here that the highest cyclic voltammetric signal was achieved in 0.1 M HCl solution, but performing electrochemical experiments in the same medium lead to the electrode surface collapse. Thus, we excluded the 0.1 M HCl, 1 mM K\(_3\)Fe(CN)\(_6\), and 4 \times 10^{-3} M LiClO\(_4\) solutions.
$3\text{M LiClO}_4$ solutions in our investigation and continue focusing on buffered solutions of the same concentration as shown in Figure 51. For the purpose of this experiment buffered solution were chosen since most of the literature has used phosphate buffer on graphene related sensors. Another reason, buffer system is required when pH control is essential. Three media, namely 0.2 M NH$_3$ buffer (pH = 9.2), 0.2 M NaOAc buffer (pH = 4.8) and 0.2 M PB buffer (pH = 7.4) solutions were tested to clarify their repercussion on the quantitative results as supporting media. From the different electrolytes investigated, it was found that all the ions in these acids show interactions on the carbon rGO-SbNPs surface. Additionally, the acetate buffer was outstanding in terms of resolution and peak current signal in both oxidation and reduction peaks. All the experiments in this study were performed using 0.2 M NaOAc buffer solution. Wei et al. (2012) observed the same response using a nanocomposite of SnO$_2$-rGO in three different supporting electrolytes: 0.1 M NH$_3$Cl-HCl, phosphate buffer, and acetate buffer solutions (Wei et al., 2012).

6.3.2 Complexing reagent

Complexing reagent studies were performed using the chemical modification previously determined for the detection of PGMs. The concentration of DMG and alizarin red were varied in the previous investigation done by Silwana et al. (2014). The DMG chelating agent showed merit results for the determination of Pd(II), Pt(II) and Rh(III) in standard solutions. Following the previous investigation of the suitable complex reagent as well as concentration between alizarin red and DMG for PGMs, the performance of the GCE/rGO-SbNPs sensor was tested at the above mentioned conditions (Silwana et al., 2014; van der Horst et al., 2012).

6.3.3 Influence of pH

The electrochemical behaviour of rGO-SbNPs on the GCE and SPCE was studied in 0.2M NaOAc buffer solutions in the pH 4 to 6 range, as depicted in Figure 52.
The effect of pH value is very important and is essential to select a proper pH value. The second step of this chapter was to investigate the influence of pH on the peak current of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors respectively, in the pH 4.0 to 6.0 range (Figure 52). The peak current increased with pH until it reached its maximum at pH = 5.2 for both sensors and then began to decrease slightly. An increase in peak current signal as pH increase has been observed from 4.6 to 5.2. Furthermore, beyond pH = 5.2, the peak current magnitude decreased gradually with increasing pH. From these results, the functional pH range of the both novel working electrodes was taken to be between 4.6 and 6.0 with the optimal pH appearing at 5.2. A pH = 5.2 was then chosen for the whole study conducted. The peak current decreased observed higher than pH = 5.2, could be ascribed to the decreasing proton concentration in the buffer system. From Figure 52, it is evident that the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors are comparable with optimal pH obtained at pH = 5.2.

6.3.4 Deposition potential optimisation studies

The deposition potential is applied to the working electrode to cause the material of interest to be deposited onto the surface of the working electrode. The solution is generally stirred during deposition to maximise analyte-electrode contact. The selection of the deposition
potential depends upon whether the material to be determined is oxidised or reduced. As discussed by other authors (Gonzalez et al., 2004), the deposition potential \( E_d \) at which the metal ion is able to deposit on the electrode surface is critical. Thus, the choice of the deposition potential can provide some selectivity in the measurement in order to obtain maximum sensitivity and optimum results. The potential applied during electrolysis step for deposition of metal ion should be at least 0.3 V less negative than the reversible potential calculated from the Nernst equation (Wang, 1985).

The voltammetric analysis of Pd(II), Pt(II) and Rh(III) as dimethylglyoxime (DMG) complexes on the respective GCE/rGO-SbNPs and SPCE/rGO-SbNPssensors was determined as a function of deposition potential \( E_d \) in sodium acetate buffer (pH = 5.2) solution and plotted against the peak current \( I_p \) values to make it easy to select the optimal deposition potential. Figure 53 represents the comparative results obtained for the optimisation of the deposition potential for all three PGMs investigated in both carbon nanoparticles sensor platform at a range of -0.1 to -1.2 V (vs. Ag/AgCl).
In Figure 53(A), the results obtained for the Pd(II) peak current on a GCE/rGO-SbNPs sensor is displayed, indicating that the $I_p$ values increased as the deposition potential became...
more negative. The highest $I_p$ was found at $E_d$ of -1.2 V (vs. Ag/AgCl), which indicates that at this potential strong adsorption of Pd(II) takes place on the electrode surface. In Figure 53 (B), the results obtained for the Pd(II) peak current on a SPCE/rGO-SbNPs sensor are displayed, indicating that the $I_p$ values increased as the deposition potential became more negative. A highest $I_p$ was found at $E_d$ of -0.7 V (vs. Ag/AgCl), which indicates that at this potential strong adsorption of Pd(II) takes place on the electrode surface.

In Figure 53(C), the results obtained for the Pt(II) peak current on a GCE/rGO-SbNPs sensor are displayed, indicating that the $I_p$ values increased as the deposition potential became more negative. A highest $I_p$ was found at $E_d$ of -1.2 V (vs. Ag/AgCl) which indicates that at this potential, strong adsorption of Pt(II) takes place on the electrode surface. In Figure 53(D), the results obtained for the Pt(II) peak current on a SPCE/rGO-SbNPs sensor are displayed, indicating that the $I_p$ values increased as the deposition potential became more negative. A highest $I_p$ was found at $E_d$ of -0.3 V (vs. Ag/AgCl), which indicates that at this potential strong adsorption of Pt(II) takes place on the electrode surface.

In Figure 53(E), the results obtained for the Rh(III) peak current on a GCE/rGO-SbNPs sensor are displayed, indicating that the $I_p$ values increased as the deposition potential became more negative. A highest $I_p$ was found at $E_d$ of -0.7 V (vs. Ag/AgCl) which indicates that at this potential, strong adsorption of Rh(III) takes place on the electrode surface. In Figure 53(F), the results obtained for the Rh(III) peak current on a SPCE/rGO-SbNPs sensor are displayed, indicating that the $I_p$ values increased as the deposition potential up to -0.7 V (vs. Ag/AgCl) and decreases beyond this value. A highest $I_p$ was found at $E_d$ of -0.7 V (vs. Ag/AgCl) which indicates that at this potential, strong adsorption of Pt(II) takes place on the electrode surface. After analysis of the results shown in Figure 53, it was decided that a deposition potential of -1.2 V (vs. Ag/AgCl) and -0.7 V (vs. Ag/AgCl) for GCCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively will be used as an optimum value for the rest of the experiments conducted in this chapter.
6.3.5 Deposition time optimisation studies

Under the optimised deposition potential conditions, the effect of varying the deposition time was investigated and the results are shown in Figure 54. The experimental conditions were Pd(II), Pt(II) and Rh(III) = 1 ng L\(^{-1}\), [DMG] = \(1 \times 10^{-5}\) M, pH = 5.2 (0.2 M NaOAc buffer) solution and \(E_d = -1.2\) V (vs. Ag/AgCl) in the range from 30 – 300 seconds.

**Figure 54.** Effects of \(t_d\) upon the response to 1 ng L\(^{-1}\) (A) Pd(II), (C) Pt(II), (E) Rh(III) on a GCE/rGO-SbNPs sensor and (B) Pd(II), (D) Pt(II), (F) Rh(III) in the presence of 0.2 M NaAOc buffer (pH = 5.2) solution.
Deposition time \( (t_d) \) is another important stripping voltammetric parameter, which should be precisely controlled during the stripping experiment. In Figure 54 (A), (C), and (E) the results obtained for the PGMs peak current on a GCE/rGO-SbNPssensor are displayed, indicating that the \( I_p \) values increased as the deposition time increases. The stripping current was found to increases with the expanding deposition time in the considered range, indicating an enhancement of PGMs complex uptakes at the electrode surface. On the basis of this study, 120 s was regarded as a good compromise between sensitivity and time-consuming for all further measurements.

In Figure 54 (B), (D), (F), the results obtained for the PGMs peak current on a SPCE/rGO-SbNPs sensor are displayed with the unusual behaviour, indicating that not too much difference found for the \( I_p \) values for the first 30 - 120 s. The slowly decreases in peak current signal which is due to the complete coverage of the electrode surface for the selected PGMs (Wang, 1985). However, when the \( t_d \) is longer than 120s, the \( I_p \) gradually decreases. This is an indication of saturation of the electrode surface at the long deposition periods and, thus, confirms the involvement of adsorption during the preconcentration step. Hence, in performing standard additions or calibration, electrode saturation may be avoided by using deposition periods less than 100 s (Shams et al., 2004). Taking into consideration the suggestion done by Sham et al. (2004), therefore, a step having a deposition time of 90 s was chosen to further studies.

In summary, since there was not too much difference in peak current signal for deposition potential up to 120 s for both nanoparticle sensor, beyond which a gradually decrease in peak current signal for the SPCE and the GCE sensors were observed. Both sensors perform the opposite way with increase in peak current as the \( t_d \) increases. Hence, 90 s and 120 s were taken as the optimised \( t_d \) for PGMs determination using the SPCE/rGO-SbNPs and GCE/rGO-SbNPs sensors, respectively. Further investigation should be addressed on the unusual behaviour of the SPCE/rGO-SbNPs sensor.
6.3.6 Stirring Period optimisation studies

Figure 55 shows the influence of the electrode rotation rate (stirring speed) on the PGMs stripping peak currents using 120 s for deposition time.

![Graph showing the influence of rotation rate on stripping peak currents](image.png)

**Figure 55.** Influence of electrode rotation rate on Pd(II), Pt(II) and Rh(III) stripping peak currents obtained in a 1 ng L\(^{-1}\) of PGMs, 0.2 M NaOAc (pH = 5.2) solution, containing 1 × 10\(^{-5}\) M DMG solution, \(E_d = 1.2\) V(vs. Ag/AgCl); \(t_d = 120\) s.

When cathodic stripping voltammetry is accomplished the solution is stirred during the first two steps at a repeatable rate. The first step is a cleaning step that is characterised by the potential being held at a more oxidising potential than the analyte of interest for a period of time in order to fully remove it from the electrode. In the second step, the potential is held at a lower potential, low enough to reduce/oxidise the analyte and deposit it on the electrode. After the second step, the stirring or rotation of the electrode is stopped, and the electrode is kept at the
lower/higher potential. The last step involves raising the working electrode to a higher potential (anodic), and stripping (oxidising) the analyte. As the analyte is oxidised, it releases electrons which are measured as a current. This aspect is similar when anodic stripping voltammetry is used (Mardegan, 2013).

Figure 55 shows that the peak currents increased gradually with increasing electrode rotation rate indicating an increase in the amount of Pd(II), Pt(II) and Rh(III) on the electrode. The graphs also show that no saturation occurred even when very high speed was utilised and this situation is demonstrated by increase with peak current up to 800 rpm. However, based on the peak resolution and reproducibility, the peak currents were better at lower rates of electrode rotation. Hence, a stirring speed rate of 200 rpm was chosen.

### 6.3.7 Stability testing of the GCE/rGO-SbNPs sensor

The GCE modified with a rGO-SbNPs film showed that the best analytical parameters were studied for stability. The stability of GCE/rGO-SbNPs sensor was investigated in 0.2M NaAOc buffer (pH = 5.2) solution by measuring 0.1 ng L⁻¹ of each of the PGM-(DMG)ₓ complexes using cathodic adsorptive stripping voltammetry in the potential range from + 0.6 to -1.5 V (vs. Ag/AgCl) at a scan rate of 120 mVs⁻¹ for every 5days (Figure 56).
Figure 56 shows that the peak current results obtained for the selected PGMs was plotted against time for each of the PGMs [HDMG]_x complexes investigated.

Stability studies were also performed. The prepared sensors were stored for up to 98 h when needed, for the results collected and reported in this section. The results have shown close similarities in the peak current for the entire duration of the experiment, with slight current decreases between 0 and 56 h obtained at the beginning of the experiment. For all the PGMs-[DMG]_x complexes investigated, a stable decrease in peak current was observed between 70 and 98 hrs (Figure 56).
In summary, after evaluation of the results for each of the PGMs complexes the stability has shown over a period of 70 to 98 h.

6.3.8 Analytical features of the adsorptive stripping voltammetry procedure

An electro-analytical method for the analysis of PGMs in soil and dust samples using adsorptive differential pulse cathodic stripping voltammetry (AdDPCSV) with DMG as complexing agent on the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors is finally proposed and the optimum conditions of this method are presented in Table 15.

Table 15. Summary of the optimal conditions for PGMs determination with the respective GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensor platforms and DMG as complexing agent.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Step</th>
<th>Condition / Analysis</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>Reduction step</td>
<td>pH 5.2 5.2 5.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Reduction potential</td>
<td>-1.2 -1.2 -1.2 V</td>
<td>V</td>
</tr>
<tr>
<td></td>
<td>Reduction time</td>
<td>120 120 120 s</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>Concentration of Buffer</td>
<td>0.2 M</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Complexing agent</td>
<td>Dimethylglyoxime</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stirring speed</td>
<td>200 rpm</td>
<td></td>
</tr>
<tr>
<td>SPCE/rGO-SbNPs</td>
<td>Measurement step</td>
<td>Adsorptive Differential Pulse Stripping Voltammetry</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Measuring technique</td>
<td>Standard addition</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Method Calibration</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results obtained showed that a deposition time of 120 s and deposition potential of -1.2 V (vs. Ag/AgCl) gave well defined peaks for the GCE/rGO-SbNPs sensor and a deposition time of 90 s and deposition potential of -0.7 V (vs. Ag/AgCl) for the SPCE/rGO-SbNPs sensor. Table 15 provides a summary of the optimal conditions for the adsorptive differential pulse stripping voltammetric (AdDPCSV) evaluation of Pd(HDMG)$_2$, Pt(HDMG)$_2$ and Rh(HDMG)$_3$. These parameters were applied in the next stage of the investigation for the analysis of the PGMs in various matrices.

Thus, the procedure was as follows. The sample containing each of the selected PGMs was conditioned by addition of 0.2 M NaOAc buffer (pH = 5.2) solution and added $1\times10^{-5}$ M DMG solution. After that, 1 ml of sample was put into the voltammetric cell and the buffer was added. The solution was de-oxygenated for 150 s with high purity nitrogen and the adsorption PGMs was done using a preconcentration potential of -1.2V (vs. Ag/AgCl) under stirring conditions of 200 rpm for 120 s. After an equilibration time of 10 s, the adsorbed metal complex was stripped and voltammogram was recorded in the quiescent solution by scanning cathodically (direction). Scans of each experiment were repeated triplicate with a new developed sensor. The metal analysis was performed by standard addition method.

### 6.3.9 Calibration curves

To better understand the electro-analytical characteristics of our sensors, we performed AdDPCSV measurements of different concentrations of the selected PGMs under the chosen optimum conditions. Before assessing the performance of the developed nanosensors in environmental samples, the most suitable carbon electrode to use needed to be addressed. This was ascertained in two ways:
- Compare PGMs detection and reproducibility for GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors.
- Compare sensitivity and linear ranges for PGMs quantification through standard curves (in 0.2 M NaOAc; pH= 5.2 solution) as determined in proposed procedure.

Figure 57 displays the results for GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors obtained for the Pd(HDMG)$_2$ complex with increasing in peak current as concentration increases.
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**Figure 57.** Results obtained for the AdDPCSV analysis for the increasing concentrations of Pd(HDMG)$_2$ evaluated using the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively in 0.2 M NaOAc buffer (pH = 5.2) solution with 0.00, 40, 80, 120, 160, 200, 240, 280, 360, 400Pd(II) pg L$^{-1}$ concentrations; with $E_d = -0.7$ V (vs. Ag/AgCl); $t_d = 90$s for SPCE/rGO-SbNPs sensor and $E_d = -1.2$ V; $t_d = 120$s for GCE/rGO-SbNPs sensor.

Calibration plots were obtained under the optimised conditions with consecutive additions of $1 \times 10^{-8}$ ppb of Pd(II) and the corresponding equation for this dependence is shown.
on each graph. The peak at approximately -0.05 V vs (Ag/AgCl) increases linearly with Pd(HDMG)$_2$ concentration for both electrodes in the range 0 – 400 pg L$^{-1}$ for the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively as shown in Figure 57. Calibration plots showed good linear correlation for the concentration range between 0 – 400 pg L$^{-1}$ as obtained for the GCE/rGO-SbNPs sensor and between 0 – 100 pg L$^{-1}$ obtained for the SPCE/rGO-SbNPs sensor. The SPCE/rGO-SbNPs sensor also produced a slight initial increase in current response, but for the concentrations greater than 120 pg L$^{-1}$ a more significant decrease in current was observed, suggesting a saturation of the thin film has occurred.

Figure 58 displays the results for the respective GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors obtained for the Pt(HDMG)$_2$ complex with increasing peak current as concentration increased.
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Figure 58. Results obtained for the AdDPCSV analysis for the increasing concentrations of Pt(HDMG)$_2$ evaluated using the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively in 0.2 M NaOAc buffer (pH = 5.2) solution with 0.00, 40, 80, 120, 160, 200, 240, 280, 360, 400 Pt(II) pg L$^{-1}$ concentrations; with $E_d = -0.7$ V; $t_d = 90$s for SPCE/rGO-SbNPs sensor and $E_d = -1.2$ V (vs. Ag/AgCl); $t_d = 120$s for GCE/rGO-SbNPs sensor.
The voltammograms shown in Figure 58 (A) and (C) have a stripping potential at approximately 0.02 V (vs. Ag/AgCl) and -0.01 V (vs. Ag/AgCl) that slightly shift to positive potentials for a SPCE/rGO-SbNPs sensor, as the concentration was increased. A good linear increase in the peak current was observed and is reflected in the calibration curve shown in Figure 58 (B) and (D). The calibration curve was linear over the concentration range studied from 0 to 400 pg L$^{-1}$ and 0 – 120 pg L$^{-1}$ of Pt(HDMG)$_2$ for GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively.

Figure 59 displays the results for respective GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors obtained for the Rh(HDMG)$_3$ complex with increasing peak current as concentration increased.
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**Figure 59.** Results obtained for the AdDPCSV analysis for the increasing concentrations of Rh(HDMG)$_3$, evaluated using the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively in 0.2 M NaOAc buffer (pH = 5.2) solution with 0.00, 40, 80, 120, 160, 200, 240, 280, 360, 400 Rh(III) pg L$^{-1}$ concentrations; with $E_d = -0.7$ V; $t_d = 90s$ for SPCE/rGO-SbNPs sensor and $E_d = -1.2$ V; $t_d = 120s$ for GCE/rGO-SbNPs sensor.
Figure 59 shows the responses of Rh(HDMG)$_3$ analysis at the respective GCE/rGO-SbNPs and SPCE/rGO-SbNPssensors in 0.2 M acetate buffer (pH= 5.2) solution. Adsorptive stripping voltammograms obtained for the Rh(HDMG)$_3$ complex with increasing peak current as concentration increased is displayed (Figure 59). The voltammograms shown has a stripping potential at approximately -0.25 V and -0.30 (vs. Ag/AgCl) for the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively. A good linear increase in the peak current was observed and is reflected in the calibration curves shown in Figure 59 (B) and (D).

In summary, the evaluation of the results for each of the carbon electrodes modified with nanoparticles has shown an increase in current as concentration increased up to 400 pg L$^{-1}$ and 120 pg L$^{-1}$ for GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively.

Table 2 summarises the current responses and reduction potentials for each of the PGMs analysed with the rGO-SbNPs modified electrodes (GCE/rGO-SbNPs and SPCE/rGO-SbNPs) in 0.2 M NaOAc buffer (pH = 5.2) solution.

| Sensor            | Current/$|I_{pc}|$ (µA) | Current/$|I_{pc}|$ (µA) | Potential/$|E_{pc}|$ (V) |
|-------------------|----------|----------|-----------|-----------|
|                   | Pd(II)   | Pt(II)   | Rh(III)   | Pd(II)    | Pt(II)    | Rh(III)   |
| GCE/rGO-SbNPs     | 4.18     | 8.54     | 8.06      | -0.05     | 0.04      | 0.25      |
| SPCE/rGO-SbNPs    | 1.38     | 1.89     | 1.38      | -0.05     | 0.01      | -0.30     |

Each of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors was assessed under identical conditions and the only difference applied was the use of optimised parameters for $E_d$ and $t_d$. With a potential window scanned in the cathodic direction between 0.6 V and -1.5 V (vs. Ag/AgCl) applied for both electrodes, some observations were made. By taking a proper look at the calibration curves the SPCE/rGO-SbNPs sensor current signal increased with concentration in a range up to 120, 240, and 80 pg L$^{-1}$ for Pd(II), Pt(II) and Rh(III), respectively. At concentrations above the above values, the saturation of the SPCE/rGO-SbNPs sensor surface occurred. We have selected the concentration values which gave increasing current signals for the SPCE/rGO-SbNPs sensor and also correspond to that for the GCE/rGO-SbNPs sensor. This
resulted with concentrations of 120, 240, and 80 pg L$^{-1}$ for Pd(II), Pt(II) and Rh(III), respectively.

These values were used for the comparative current and potential responses for the cathodic reduction of PGMs using both sensors constructed. The SPCE/rGO-SbNPs sensor platform yielded the lowest current response with a reduction potential almost the same as that of the GCE/rGO-SbNPs sensor. Although we have seen high current responses for the GCE/rGO-SbNPs sensor, we cannot conclude that it showed merit results since there were sensitivity issues we needed to deal with, which was not the case for the SPCE/rGO-SbNPs sensor. Since the SPCE/rGO-SbNP sensor reached saturation at low concentration values, this problem can be overcome by using smaller concentrations than the ones used in this study. This might help to improve the current results obtained.

As the rGO-SbNPs nanofilm was proven to be suitable for PGMs detection, it was then decided to investigate their simultaneous measurement at the GCE surface. The results of this experiment are displayed in Figure 60–62.

![Figure 60. AdDPCSV analysis for the simultaneous determination of Pd-Rh-(HDMG)$_x$ complexes at 0.00, 120, 160, 200, 240, 280, 320, 360, 400 pg L$^{-1}$ concentrations using a GCE/rGO-SbNPs sensor; $E_d = -1.2$ V (vs. Ag/AgCl) and $t_d = 120$ s with a corresponding linear calibration curve also shown.]

The simultaneous determination of Rh(HDMG)$_3$ and Pd(HDMG)$_2$ is possible using the GCE/rGO-SbNPs sensor, but the current for the Rh(HDMG)$_3$ peak is smaller than that of Pt(HDMG)$_2$ evaluated for the same concentration. This simultaneous determination of these two elements was done successfully and the Pd(HDMG)$_2$ stripping peak has been observed at -0.04 V.
(vs. Ag/AgCl), followed by the stripping peaks obtained at potential - 0.38 V (vs. Ag/AgCl) for Rh(HDMG)$_3$. It was obvious that the stripping peak currents for Rh(HDMG)$_3$ were lower. The reason might be due to a competition between these two elements for binding sites on the electrode surface. A good linear increase in the peak current was observed for both Pd(II) and Rh(III) that is reflected in the calibration curve.

Figure 61. AdDPCSV analysis for the simultaneous determination of Pt-Rh–(HDMG)$_x$ complexes at 0.00, 120, 160, 200, 240, 280, 320, 360, 400 pg L$^{-1}$ concentrations using a GCE/rGO-SbNPs sensor; $E_d$ = - 1.2 V (vs Ag/AgCl) and $t_d$ = 120 s with a corresponding linear calibration curve also shown.

Figure 61 displays the results obtained for the simultaneous determination of Pt(HDMG)$_2$ and Rh(HDMG)$_3$ complexes. The simultaneous determination of Rh(HDMG)$_3$ and Pt(HDMG)$_2$ is possible but the current responses for the Rh(HDMG)$_3$ peak is smaller than that obtained for the Pt(HDMG)$_2$ complex for the same concentrations evaluated. This simultaneous determination of Pt(II) and Rh(III) was done successfully and the Pt(HDMG)$_2$ stripping peaks has been observed at 0.02V (vs. Ag/AgCl), followed by the stripping peaks obtained at potential -0.35 V (vs. Ag/AgCl) for Rh(III). A good linear increase in the peak current was observed that is reflected in the calibration curves (Figure 61).

I then became very ambitious and explored the simultaneous determination of Pt(II), Pd(II) and Rh(III) at the GCE surface. Figure 62 displays the results obtained for the simultaneous determination of Pt(HDMG)$_2$, Pd(HDMG)$_2$ and Rh(HDMG)$_3$ complexes at the GCE/rGO-SbNPs sensor surface.
Increasing the concentration of DMG appears to result in more favourable complexation / adsorption for the simultaneous determination of all three PGMs. The simultaneous determination of Pt(HDMG)_2, Pd(HDMG)_2 and Rh(HDMG)_3 was possible by increasing the concentration of the DMG but the current for Rh(HDMG)_3 peak was smaller than that of Pt(HDMG)_2 for the same concentration. This simultaneous determination of these three precious metals was done successfully. The Pd(HDMG)_2 stripping peak has been observed at – 0.02 V (vs. Ag/AgCl) while the Pt(II) stripping peak has been observed at 0.09 V (vs. Ag/AgCl), followed by the stripping peaks obtained at potential - 0.45 V (vs. Ag/AgCl) for Rh(III). A good linear increase in the peak current was observed that is reflected in the calibration curve (Figure 62).

In Table 17 the results obtained from the calibration plots for the PGM-(HDMG)_x complexes analysed with the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensor are displayed. The stripping voltammograms were obtained with the experimental conditions outlined in Table 1.
Table 17. Calibration data for the determination of PGMs in the presence of [DMG] = 1 × 10^{-5} M as chelating agent, using the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensor, with a supporting electrolyte of NaOAc buffer (pH = 5.2) solution.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>PGM</th>
<th>Regression</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GCE/rGO-SbNPs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd(II)</td>
<td></td>
<td>( y = 4 \times 10^{-6}x + 8 \times 10^{-8} )</td>
<td>0.999</td>
</tr>
<tr>
<td>Pt(II)</td>
<td></td>
<td>( y = 6 \times 10^{-6}x + 1 \times 10^{-7} )</td>
<td>0.999</td>
</tr>
<tr>
<td>Rh(III)</td>
<td></td>
<td>( y = 8 \times 10^{-6}x + 3 \times 10^{-7} )</td>
<td>0.999</td>
</tr>
<tr>
<td><strong>SPCE/rGO-SbNPs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd(II)</td>
<td></td>
<td>( y = 3.733x + 0.015 )</td>
<td>0.997</td>
</tr>
<tr>
<td>Pt(II)</td>
<td></td>
<td>( y = 6.420x + 0.024 )</td>
<td>0.994</td>
</tr>
<tr>
<td>Rh(III)</td>
<td></td>
<td>( y = 6.448x - 0.165 )</td>
<td>0.974</td>
</tr>
<tr>
<td><strong>GCE/rGO-SbNPs</strong> (Simultaneous Calibration curves)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd – Rh</td>
<td></td>
<td>( y = 1 \times 10^{-5}x - 4 \times 10^{-7} )(Pd)</td>
<td>0.981 (Pd)</td>
</tr>
<tr>
<td>Pd – Rh</td>
<td></td>
<td>( y = 1 \times 10^{-6}x - 3 \times 10^{-8} )(Rh)</td>
<td>0.991 (Rh)</td>
</tr>
<tr>
<td>Pt – Rh</td>
<td></td>
<td>( y = 6 \times 10^{-6}x + 3 \times 10^{-8} )(Pt)</td>
<td>0.982 (Pt)</td>
</tr>
<tr>
<td>Pt – Rh</td>
<td></td>
<td>( y = 2 \times 10^{-6}x - 3 \times 10^{-8} )(Rh)</td>
<td>0.988 (Rh)</td>
</tr>
<tr>
<td>Pt – Pd – Rh</td>
<td></td>
<td>( y = 1 \times 10^{-7}x - 3 \times 10^{-7} )(Pt)</td>
<td>0.982 (Pt)</td>
</tr>
<tr>
<td>Pt – Pd – Rh</td>
<td></td>
<td>( y = 2 \times 10^{-8}x - 9 \times 10^{-8} )(Pd)</td>
<td>0.985 (Pd)</td>
</tr>
<tr>
<td>Pt – Pd – Rh</td>
<td></td>
<td>( y = 8 \times 10^{-9}x - 1 \times 10^{-8} )(Rh)</td>
<td>0.987 (Rh)</td>
</tr>
</tbody>
</table>

From all the results for the AdDPCSV studies listed in the above table, it was evident that all PGMs are reduced and adsorbed onto the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensor surfaces and gave cathodic peaks and anodic peaks for the stripping voltammetric analysis. In both cases (i.e. single and simultaneous determination), the slope of the linear regression equation of the calibration plot was the highest for platinum. Standard additions for each of the...
PGMs analysed showed that the peak current increases with increasing concentrations. Due to these properties, an adsorptive cathodic stripping voltammetric technique was developed to obtain a more sensitive method for the determination of trace levels of PGMs. The results of the calibration plots are proof of this successful AdDPCSV analysis and the summary of the corresponding regression equations for this dependence are given in Table 17. Using the results in Table 3 and by comparing the sensitivity of the respective GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, the highest sensitivity for the detection of PGMs was observed by using the SPCE/rGO-SbNPs sensor. Further correlation to the aforementioned sensitivity was obtained through the determination of the respective limits of detection (LOD), calculated using equation in Table 17. Table 18 summarises these findings.

6.3.10 Comparison of calculated results for different sensor platforms

Validation of the method was examined via evaluation of linearity (LR), limit of detection (LOD), limit of quantification (LOQ), accuracy, repeatability and reproducibility. The reproducibility, accuracy and sensitivity of the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors was examined by a comparison of correlation coefficient, linearity and standard deviation and detection limit as tabulated in Table 18.

The limit of detection was evaluated as the minimum detectable concentration, which is the lowest concentration of analyte that can be distinguished at a stated level of probability, from a sample not containing the analyte or any one of the analyte (PGMs standards) solutions at the lowest working concentration. The limits of detection (LOD) were calculated using the formulae for;

\[
LOD = \frac{3 \times SD}{m}
\]  

Eqn. 6.1

Where SD is the standard deviation and \( m \) is the slope of the linearity (Somerset et al., 2009).
Table 18. Results obtained for the analytical parameters of applying the individual GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors in the AdDPCSV analysis of Pd(HDMG)$_2$, Pt(HDMG)$_2$ and Rh(HDMG)$_3$ in 0.2 M acetate buffer (pH = 5.2) solution as the supporting electrolyte.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Property</th>
<th>Pd(II) (pg L$^{-1}$)</th>
<th>Pt(II) (pg L$^{-1}$)</th>
<th>Rh(III) (pg L$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>$R^2$</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>LR</td>
<td>0 – 240</td>
<td>40 – 400</td>
<td>40 – 400</td>
</tr>
<tr>
<td></td>
<td>LOD</td>
<td>0.45</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>LOQ</td>
<td>0.029</td>
<td>0.018</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>$5.7 \times 10^{-7}$</td>
<td>$8.5 \times 10^{-7}$</td>
<td>$1.1 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>%RSD</td>
<td>4.2</td>
<td>2.6</td>
<td>2.8</td>
</tr>
</tbody>
</table>

| SPCE/rGO-SbNPs  | $R^2$    | 0.961                | 0.983                | 0.974                 |
|                 | LR       | 60 – 120             | 0 – 240              | 30 – 80               |
|                 | LOD      | 0.42                 | 0.26                 | 0.34                  |
|                 | LOQ      | 1.38                 | 0.86                 | 1.14                  |
|                 | Sensitivity | 0.93                 | 1.61                 | 1.45                  |
|                 | %RSD     | 23.94                | 26.96                | 27.98                 |

LR: Linear range; LOD: detection limit; LOQ: Limit of quantification; Sensitivity in (A/(pg.L$^{-1}$*mm$^{-2}$))

Table 18 shows the comparison of the LR, LOD, LOQ values and the %RSD obtained for both the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors, respectively. The sensitivity of the proposed method was evaluated, both the limit of detection (LOD) and limit of quantification (LOQ) values under the proposed experimental conditions as outlined in Table 18.

In this study intercepts of regression lines were used to calculate standard deviation. By comparing the responses and results of the two sensors applied in AdDPCSV analysis, the results indicated that both sensors exhibit good detection limits. The SPCE/rGO-SbNPs sensor obtained better sensitivity responses with slightly better detection limits compared to the GCE/rGO-SbNPs sensor. On the other hand the same electrode shows poorer %RSD with a narrower linear range. The GCE/rGO-SbNPs sensor has shown a wider linear range compared to the SPCE/rGO-SbNPs sensor. The results obtained has further indicated that the use of the adsorptive differential pulse techniques offer a more sensitive technique for the single and simultaneous determination of PGMs, when compared to traditional ICP-MS spectrometry.
deposition time for the stripping analysis used was 120 s, adding to the better results obtained in a shorter analysis times.

However, we still need to do a follow-up study in future since we have obtained an unusual trend for the deposition time of the SPCE/rGO-SbNPs sensor. These observation shows evidence that the carbon electrodes modified with antimony nanoparticles can be able to detect PGMs at very low concentration levels.

The criterion for the choice of carbon electrode used in this study was based on the performance of the disc and screen-printed electrodes in the specific application of PGMs detection. The sensitivity was calculated from the slope of the calibration graph divided by the geometric area of GCE (7.06 mm\(^2\)) electrode. The sensitivity of the GCE/rGO-SbNPs sensor was found to be 5.7×10\(^{-7}\), 8.5×10\(^{-7}\), 1.1×10\(^{-6}\) A/(pg.L\(^{-1}\)*mm\(^2\)) for Pd(II), Pt(II) and Rh(III), respectively, while for the SPCE/rGO-SbNP sensor, it was found to be 0.93, 1.61, 1.45 A/(pg.L\(^{-1}\)*mm\(^2\)). The smaller values obtained for the GCE/rGO-SbNPs sensor is therefore an indication of poorer sensitivity compared to the SPCE/rGO-SbNP sensor.

These results proved that the SPCE/rGO-SbNP sensor was very sensitive compared to GCE/rGO-SbNP sensor.

### 6.3.11 Repeatability

The accuracy of the method is defined as the closeness of agreement between the experiment result and the true value (Chan et al., 2004). It is determined by calculating the percentage of relative error between the measured mean concentrations and the added concentrations (Torriero, 2004). In order to determine the accuracy of the proposed method, a recovery study was performed by the addition of an amount of three different concentrations of PGMs into the voltammetric cell and measuring the peak currents of respective concentrations. The actual amount of PGMs found in the cell was calculated using the obtained regression equation as shown in Table 19. The average values obtained for the % recoveries are reported in Table 19 where the errors are expressed as standard deviations. Recovery values between 88.8% and 111.6% were obtained for the GCE/rGO-SbNPs sensor, while values between 93.3% and
103.9% were obtained for the SPCE/rGO-SbNP sensor. The aforementioned results confirmed that the AdDPCSV method applied in this study for PGMs determination was relatively accurate.

Table 19. Mean values for recovery of PGMs standard solution (n = 3).

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Amount Added (pg L⁻¹)</th>
<th>Amount Found (pg L⁻¹)</th>
<th>% Recovery ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GCE/rGO-SbNPs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>40</td>
<td>45.9</td>
<td>96.33 ± 14.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>45.4</td>
<td>93.13 ± 8.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>49.9</td>
<td>110.10 ± 37.92</td>
</tr>
<tr>
<td>Pt</td>
<td>80</td>
<td>73.4</td>
<td>96.33 ± 14.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>78.1</td>
<td>95.66 ± 2.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>84.4</td>
<td>93.13 ± 8.84</td>
</tr>
<tr>
<td>Rh</td>
<td>120</td>
<td>84.4</td>
<td>96.8 ± 9.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>96.8</td>
<td>91.94 ± 5.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>111.0</td>
<td>93.93 ± 8.3</td>
</tr>
<tr>
<td><strong>SPCE/rGO-SbNPs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pd</td>
<td>40</td>
<td>59.1</td>
<td>98.5 ± 11.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>53.3</td>
<td>102.17 ± 8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>58.5</td>
<td>94.11 ± 1.76</td>
</tr>
<tr>
<td>Pt</td>
<td>80</td>
<td>81.9</td>
<td>100.0 ± 3.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>80.0</td>
<td>93.28 ± 4.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>77.3</td>
<td>99.96 ± 3.05</td>
</tr>
<tr>
<td>Rh</td>
<td>100</td>
<td>99.1</td>
<td>99.06 ± 5.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>109.3</td>
<td>103.96 ± 9.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>104.3</td>
<td>99.37 ± 6.27</td>
</tr>
</tbody>
</table>

For the determination of precision of the developed method, the reproducibility of the method was evaluated through calculating the relative standard deviation (%RSD) of the measurements of five solutions containing 120 pg L⁻¹ of PGMs ions by using three replicates for each measurement. The adsorptive deposition on the GCE/rGO-SbNPs sensor under the optimized conditions resulted in reproducible measurements with relative good %RSD values of 4.2%, 2.55% and 2.67% for Pd(HDMG)₂, Pt(HDMG)₂ and Rh(HDMG)₃, respectively. The adsorptive deposition on the SPCE/rGO-SbNPs sensor under the optimised conditions resulted in
reproducible measurements with poor %RSD values of 23.94%, 26.96% and 27.98% for Pd(HDMG)$_2$, Pt(HDMG)$_2$ and Rh(HDMG)$_3$, respectively. The results are summarised in Table 18.

The reproducibility can be said is good only when the %RSD is less than 10%. Over 10%, reproducibility is not poor, but at the same time it is also not good. Reproducibility is poor if %RSD is over 15% (Prichard, 1996). We have observed a relative good reproducibility for the GCE/rGO-SbNPs sensor, while the SPCE/rGO-SbNPs sensor gave poor reproducibility. Despite the SPCE/rGO-SbNPs sensor showing the highest sensitivity and a better detection limit, the results obtained indicate that a better reproducibility and wider linear range were reached using the GCE/rGO-SbNPs sensor. Considering these results the GCE/rGO-SbNPs sensor was chosen for analytical application and PGMs determination in environmental samples.

Table 20 shows the results obtained in this study as it was compared to that of previous reports of electrodes for PGMs detection by stripping voltammetry in other studies.

Table 20. Comparison of results obtained in the present study with other data in which modified stripping voltammetric techniques were applied for the determination of PGMs in standard solutions or environmental samples are listed.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Method</th>
<th>Linear range</th>
<th>LOD</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE/rGO-SbNPs</td>
<td>AdDPCSV</td>
<td>Pd(II): 0–400 pg L$^{-1}$</td>
<td>0.45 pg L$^{-1}$</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pt(II): 0–260 pg L$^{-1}$</td>
<td>0.49 pg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rh(III): 40–400 pg L$^{-1}$</td>
<td>0.49 pg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>SPCE/rGO-SbNPs</td>
<td>AdDPCSV</td>
<td>Pd(II): 60–120 pg L$^{-1}$</td>
<td>0.42 pg L$^{-1}$</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pt(II): 0–240 pg L$^{-1}$</td>
<td>0.26 pg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rh(III): 30–80 pg L$^{-1}$</td>
<td>0.34 pg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>GCE/Bi-AgF</td>
<td>AdDPSV</td>
<td>Pt(II): 0.02–0.1 ng L$^{-1}$</td>
<td>0.2 ng L$^{-1}$</td>
<td>(Van der Horst et al., 2015)</td>
</tr>
<tr>
<td>SPCE/BiF</td>
<td>AdDPSV</td>
<td>Pd(II): 0–0.1 µg L$^{-1}$</td>
<td>0.008 µg L$^{-1}$</td>
<td>(Silwana et al., 2014)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pt(II): 0.02–0.1 µg L$^{-1}$</td>
<td>0.006 µg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rh(III): 0–0.08 µg L$^{-1}$</td>
<td>0.006 µg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>GCE/BiF</td>
<td>AdDPSV</td>
<td>Pd(II): 0–2.5µg L$^{-1}$</td>
<td>0.12 µg L$^{-1}$</td>
<td>(Van der Horst et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pt(II): 0–3.5µg L$^{-1}$</td>
<td>0.04µg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rh(III): 0–3.0µg L$^{-1}$</td>
<td>0.23 µg L$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>HDME</td>
<td>AdSV</td>
<td>Pt(II): 8–48 pM L$^{-1}$</td>
<td>4.38 pM L$^{-1}$</td>
<td>(Somerset et al., 2008)</td>
</tr>
</tbody>
</table>
The detection limit of the proposed method has been compared with that of the other previously reported methods for the determination of PGMs by stripping voltammetry shown in Table 20. It is evident that the proposed electrochemical methods developed in this study shows results with high sensitivity and lower detection limit, indicating that both the GCE and SPCE sensor platforms modified with nanoparticles can be used as a sensor for the sensitive electrochemical detection of Pt(II), Pd(II) and Rh(III) in environmental samples. The results are summarised in Table 20.

Van der Horst et al. (2015) conducted measurements of platinum by adsorptive stripping voltammetry using a GCE/Bi-AgF sensor and obtained a detection limit of 0.20 ng L\(^{-1}\) under a 60s accumulation time. However, there are no publications reporting the determination of PGMs at nanoparticle-based electrodes except the studies done by van der Horst et al. (2015).

In summary, this research has shown that the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors tested in this study has a better detection limit compared to the literature and could improve the performance of an electrochemical sensor for better detection of the PGMs in environmental samples. Considering all these results simultaneous detection were also evaluated, showing promising results.

### 6.3.12 Interference studies of PGMs

Precise and selective measurement of PGMs present in real sample matrices is a challenging task, as there are other commonly encountered cations and anions normally present in the real samples along with PGMs can pose a serious problem for electrochemical analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Hg(Ag)FE</td>
<td>AdSV</td>
<td>1–50 µg L(^{-1})</td>
<td>0.15 µg L(^{-1})</td>
<td></td>
</tr>
<tr>
<td>CPE/DMG</td>
<td>CSV</td>
<td>2.4 × 10(^{-7})–6.0 × 10(^{-6}) M</td>
<td>6.2 × 10(^{-8}) M</td>
<td></td>
</tr>
<tr>
<td>CGMDE</td>
<td>AdSV</td>
<td>1.0–195 µg L(^{-1})</td>
<td>0.03 µg L(^{-1})</td>
<td></td>
</tr>
</tbody>
</table>

(Bobrowski et al., 2009) (Dalvi et al., 2008) (Huszal et al., 2005)
In this work interferences were investigated under the optimum conditions described in Table 21, while the results obtained for these investigations are shown in Figures 63 – 65.

Interferences can distort or obscure analytical signal by reacting with the analyte of interest or blocking the surface of working electrode. This behaviour usually cause one of the stripping peaks to be depressed when compared with the peak height obtained in the absence of the second metal (Nguyen, 2013)

Therefore, it was useful to examine the effects of different interferences using our novel GCE/rGO-SbNPs sensor. This will provide some guidance as to what types of environmental soil and dust sample are suitable for analysis using the proposed method. Possible interfering ions of iron (Fe$^{2+}$), nickel (Ni$^{2+}$), cobalt (Co$^{2+}$), sodium (Na$^{+}$) and copper (Cu$^{2+}$) were tested using a 4:1
ratio of each metal ion possibly coexisting with selected PGMs. Interferences arising from oxygen containing inorganic ions of phosphate (PO$_4^{3-}$) and sulphate (SO$_4^{2-}$) that are expected to co-exist in PGMs were also evaluated. Stripping current signals were recorded at each different interference concentration and normalised with the stripping current obtained when there is no interference present (base value).

Figure 63 illustrates the behaviour of the GCE/rGO-SbNPs sensor in the presence of ions such as Fe$^{2+}$, Ni$^{2+}$, Co$^{2+}$, Na$^+$, Cu$^{2+}$, PO$_4^{3-}$ and SO$_4^{2-}$, and the Pd(HDMG)$_2$ complex. The peak of Pd(HDMG)$_2$ was monitored and compared to that without any interferences added. In the case of Co$^{2+}$, Fe$^{2+}$ and Na$^+$ it was observed that these ions only caused the stripping current of Pd(HDMG)$_2$ to drop by 5%, 5% and 30%, respectively as shown in Figure 63.

Although Co$^{2+}$ and Fe$^{2+}$ appeared to have an interfering effect toward stripping analysis of Pd(HDMG)$_2$ compared to Na$^+$, the severity of Co$^{2+}$ and Fe$^{2+}$ interference was still at tolerable level as these ions only lead to about 5% decline in Pd(HDMG)$_2$ stripping signals. The presence of the PO$_4^{3-}$ ions increased the stripping peaks for the Pd(HDMG)$_2$ complex as observed in Figure 63. Insignificant interference signals was observed when Cu$^{2+}$, Ni$^{2+}$ and SO$_4^{2-}$ co-exist in the sample, indicating that these species did not affect the determination of Pd(HDMG)$_2$ in the buffer solution selected.
The AdDPCSV results obtained for the effect of interfering ions on the stripping voltammetric results for Pt(HDMG)_2 using the GCE/rGO-SbNPs sensor in ratio 1:4 (PGM: interference) with 0.2 M NaOAc buffer (pH = 5.2) solution containing 1 × 10^{-5} DMG solution.

In the case of the Pt(HDMG)_2 complex, the results displayed in Figure 64 were obtained for the interferences of Fe^{2+}, Ni^{2+}, Co^{2+}, Na^+, Cu^{2+}, PO_4^{3-}, and SO_4^{2-} in a Pt(HDMG)_2 complex. The peak of Pt(HDMG)_2 was monitored and compared to that without any interferences added. The results for Cu^{2+}, Na^+ and SO_4^{2-} only caused the stripping current of Pt(HDMG)_2 to drop by 22%, 12% and 48%, respectively (Figure 64). The presence of the Fe^{2+} and PO_4^{3-} ions increased the stripping peaks for the Pt(HDMG)_2 complex as observed in Figure 64. Insignificant interference signals were observed when Co^{2+} and Ni^{2+} coexist in the sample indicating that these species did not affect the determination of Pd(HDMG)_2 in the buffer solution selected.
The Rh(HDMG)$_3$ complex was strongly affected by the addition of Ni$^{2+}$, Co$^{2+}$, Na$^+$, Cu$^{2+}$, PO$_4^{3-}$ and SO$_4^{2-}$ interfering ions, as can be observed in Figure 65. The presence of these ions diminished the stripping peaks for the Rh(HDMG)$_3$ complex while Fe$^{2+}$ ions increased the stripping peaks for the Rh(HDMG) complex. The summary of the effect of interferences on PGMs are tabulated in Table 21.
Table 21. Results obtained for the interferences and resulting % signal change in 0.2 M NaOAc buffer (pH = 5.2) solution as the supporting electrolyte.

<table>
<thead>
<tr>
<th>Interferences</th>
<th>PGMs (% Signal Change)</th>
<th>PBGMS (% Signal Change)</th>
<th>Rh(III)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co²⁺</td>
<td>5% decrease</td>
<td>no effect</td>
<td>25% decrease</td>
</tr>
<tr>
<td>Fe²⁺</td>
<td>5% decrease</td>
<td>25% increase</td>
<td>3% increase</td>
</tr>
<tr>
<td>Cu²⁺</td>
<td>no effect</td>
<td>22% decrease</td>
<td>34% decrease</td>
</tr>
<tr>
<td>Ni²⁺</td>
<td>no effect</td>
<td>48% decrease</td>
<td>38% decrease</td>
</tr>
<tr>
<td>Na⁺</td>
<td>30 decrease</td>
<td>12% decrease</td>
<td>39% decrease</td>
</tr>
<tr>
<td>SO₄²⁻</td>
<td>no effect</td>
<td>48% decrease</td>
<td>64% decrease</td>
</tr>
<tr>
<td>PO₄³⁻</td>
<td>10% increase</td>
<td>5% increase</td>
<td>59% decrease</td>
</tr>
</tbody>
</table>

In summary, the results obtained indicate that Co²⁺ and Ni²⁺ presence caused negligible effects and SO₄²⁻ presence increased the stripping current. The presence of Co²⁺, Fe²⁺ and Na⁺ caused a decrease to approximately 10% or less of its original value in the Pd(HDMG)_2 stripping current. It was observed that the peak of Pt(HDMG)_2 decreased to 22%, 12% and 48% of its original value when Cu²⁺, Na⁺ and SO₄²⁻ interferences were present in the measurement solution, respectively. The presence of Co²⁺ and Ni²⁺ caused negligible effects on the Pt(HDMG)_2 stripping current, while the presence of Fe²⁺ and PO₄³⁻ in the measurement solution increased the stripping peak current. The Rh(HDMG)_3 stripping current was strongly affected with all the interfering ions present in the measurement solution, except for excess Fe²⁺ that caused the stripping peak current to increase. Overall, for both the Pd(HDMG)_2 and Pt(HDMG)_2 complexes, all the interfering ions did not exhibit any significant interfering behaviour even at a 1:4 ratio (metal: interference) concentration. However, in the case of Cu²⁺, SO₄²⁻ and Na⁺ some interfering signals were observed for the Pd(HDMG)_2 and Pt(HDMG)_2 complexes, respectively. The Rh(HDMG)_3 complex, on the other hand, exhibited strong interfering behaviour at a more significant level compared to the previously mentioned metals. To avoid the effect of interferences, for real sample analysis a dilution of the samples before experimental
determination is recommended. In this way, if the samples contain high concentration of cations, the interfering effect may be minimised.

6.4 Application of Analytical Techniques in Real Samples

The evaluation of the analytical performances of this new methodology was also conducted in environmental samples, since the main application is focused on environmental sample analysis. The roadside soil and dust samples of the Stellenbosch area in the Western Cape Province (South Africa) were sampled for analysis. This part also discusses in detail the results obtained for the unknown samples analysed using AdDPCSV and ICP-MS techniques, respectively.

6.4.1 Study Area

Soil and dust samples were collected on the Bottelary road that joins the R304 road into Stellenbosch (Figure 66). Sampling sites and corresponding samples were labelled BOT1 to BOT4. Secondly, samples were collected at sampling sites on the Old Paarl road that joins the R44 (or Adam Tas Road) that also runs into Stellenbosch. These sampling sites and corresponding samples were labelled OP1 to OP4 (Figure 66).

For the sampling procedure and the purpose of illustrating PGMs deposition from the catalytic car converters of vehicles passing the roadside, distance between sampling sites was 100 m in Stellenbosch area at 10 cm depths using hand auger and brush for collection of the dust samples. To avoid contamination during the collection and processing of sample material, nitrile gloves were worn at all times. The samples were placed into double zip-locked plastic bags labelled BOT1- BOT4, OP1 - OP4 to represent Bottelary and Old Paarl sites, respectively. The samples were transported to the laboratory immediately and stored in the fridge at 4 °C until analysis. The working environment was also kept clean to avoid any cross-contamination.
Figure 66. Maps showing the location of the sampling sites on the Bottelary Road and Old Paarl Road, major routes into the town of Stellenbosch, South Africa.

6.4.2 Sample Analysis Procedures

Heavy metal mobility and bioavailability in soil depend strongly on the mineralogical and chemical forms in which they occur (Baeyen et al., 2003). Therefore, measurement of total metal concentrations is useful to estimate the heavy metal burden since their mobility depends on ways of binding. For this reason, sequential extraction procedures are commonly applied because they
provide information on the fractionation of metals in the different lattices of the soil sample, which serves as a good compromise to give information on environmental contamination risk (Marguier et al., 2004, Nadaska et al., 2004). The procedures used for the determination of the PGMs in soil and dust samples are described in the next section.

6.4.2.1 ICP-MS spectrophotometric analysis.

**Sequential Extraction:** Sequential extraction schemes were first developed for soils and then extended to sediments. The sequence is designed so that the most reactive phases are removed first and the severity of the extractants increases with each step. For the purpose of this study Tessier procedure sequential extraction protocol was utilised. It is a five-step method, separating metal-contaminants into five fractions: the exchangeable fraction, the carbonatic fraction, the reducible (bound to Fe-Mn Oxides) fraction, the oxidisable (bound to organic matter) fraction, and residue fraction. All materials associated with the metal extraction were thoroughly acid-cleaned and rinsed with deionised water before use according to internationally recommended protocols (Somerset et al., 2015, Li et al., 2010). Sequential extraction procedures are among the most common methods for assessing trace metal speciation in contaminated soils and sediments (Okoro et al., 2012, Li et al., 2010; Morera et al., 2001). In this study it was the metal fractionation that was investigated by sequential extraction procedures (SEPs).

Furthermore, in all of the analyses Milli-Q-water and Milli-Q washed equipment was used. These preparations should ensure that the samples were not additionally contaminated during the processing. The precision and purity of the analyses was controlled by using triplicates of samples and simultaneously processed blanks. This should detect if the measured PGMs (Pd, Pt, Rh) were added during the sample preparation by accident.

**Total acid digestion:** Samples were air-dried and sieved using a 2 mm mesh. The dried-soil was further broken down, pulverised with a pestle and mortar and sieved samples were homogenised by conning and quartering and stored. For recovery of the metals, the samples were digested using a modified version of XP1500 Method. This modified procedure accomplished a total digestion of the entire sample matrix so that the crustal elements could be quantified. Approximately 0.5 g of each of the sieved soil samples were weighed into a conical flask and
digested with an acid mixture consisting of 69% nitric, 70% hydrochloric acids, and 30% hydrogen peroxide. Afterwards, 10 ml de-ionised water was added to the content and demented into a 50 volumetric flask after additional water rinsing and decanted and made up to the mark with deionised water. A blank was similarly prepared without soil sample. A 0.45 µm filter was used to filter the dilute acid mixture into ICP vials. The extract solution was analysed for using ICP-MS model 205. There are 3 metals (Pd, Pt and Rh) analysed by ICP-MS that are chosen as representatives for discussing the metal mobility and contamination. In ICP-MS, plasma is applied to atomise and ionise the sampled elements, thus the species are identified by their mass-to-charge ratio. A variable speed peristaltic pump was used to deliver both standard and sample solutions to the nebulizer. The concentration of heavy metals was then determined by means extrapolation from a calibration plot. Comparing with other spectroscopic techniques, ICP-MS has a lower detection limit (better than sub ng/L) suitable for trace metals analysis under a wide dynamic range (Rosen, 2004).

6.4.2.2 Adsorptive stripping voltammetry analysis on GCE/rGO-SbNPs sensor

We have developed the novel electrochemical sensor based on nanoparticles using GCE and SPCE transducer surfaces. Both the GCE/rGO-SbNPs and SPCE/rGO-SbNPs sensors have shown a good detection limit for the detection of PGMs in environmental samples. Because of the uncertainties on the SPCE sensor, GCE was the one chosen for environmental sample analysis. Finally, the proposed method was applied to the AdDPCSV determination of PGMs in a soil and dust samples. The behaviour of the selected PGMs was studied in a potential range between + 0.6 to - 1.5 V (vs. Ag/AgCl). The stripping voltammetric sample preparation required was the addition of buffer and complexing agent and, where necessary, sample dilution. For each of the PGMs investigated, the calibration curve was prepared by a series of standard addition of PGMs to a 0. 2 M sodium acetate buffer (pH = 5.2) solution. The actual amount of PGMs found in the soil and dust samples were calculated using the obtained regression equation (y = mx + c). The determination of PGMs in environmental samples was performed with an adapted procedure from Locatelli (2006). The detailed method is discussed in the following section.

Initially, the analysis of the environmental samples was performed in a 10 ml voltammetric cell vial containing 1 ml of water sample and 9 ml of acetate buffer (pH = 5.2)
solution, with $1 \times 10^{-5}$ DMG and using the developed AdDPSV procedure. The amount of sample was determined through the standard addition method using standard solutions containing appropriate concentrations of Pd(II), Pt(II) and Rh(III) (Silwana et al., 2014, Van der Horst et al., 2012).

### 6.4.3 PGMs analysis in soil samples by using ICP-MS

Table 22 shows the results obtained for the total metal concentrations (µg g$^{-1}$ for Pt, Pd, Rh) obtained by acid digestion of the soil samples collected at the eight sampling sites, using ICP-MS spectrophotometric technique.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Pd (µg g$^{-1}$)</th>
<th>Pt (µg g$^{-1}$)</th>
<th>Rh (µg g$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>926</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>OP2</td>
<td>763</td>
<td>17</td>
<td>14</td>
</tr>
<tr>
<td>OP3</td>
<td>9.3</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>OP4</td>
<td>673</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>BOT1</td>
<td>809</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>BOT2</td>
<td>529</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>BOT3</td>
<td>768</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>BOT4</td>
<td>825</td>
<td>20</td>
<td>6</td>
</tr>
</tbody>
</table>

The total concentration of PGMs in the samples collected at the OP sites ranged from 673 – 926 µg g$^{-1}$ for Pd, 7 – 25 µg g$^{-1}$ for Pt, and 6 – 19 µg g$^{-1}$ for Rh. The order found for the presence of PGMs were OP1 > OP3 > OP2 > OP4; followed by OP1 > OP2 > OP3 > OP4; and OP1 > OP2 > OP3 > OP4 for Pd, Pt and Rh, respectively. Pd had the highest concentration in the soil samples at
all the four OP sites, followed by Pt while Rh had the lowest concentrations. The sequence for PGMs concentration in the soil samples was as follows: Pd > Pt > Rh.

The total concentrations of PGMs in the samples collected at BOT sites ranged from 529 – 825 µg g−1 for Pd, 7 – 20 µg g−1 for Pt, and 6 – 16 µg g−1 for Rh. The order found for the presence of PGMs were BOT4 > BOT1 > BOT3 > BOT2; followed by BOT4 > BOT3 > BOT1 > BOT2; BOT2 > BOT3 > BOT4 = BOT1 for Pd, Pt and Rh, respectively. Pd has the highest concentration in the soil samples at all the four BOT sites, followed by Pt while Rh had the lowest concentrations. The sequence for PGMs concentration is as follows: Pd > Pt > Rh with Pt and Rh showing the same sequence. Pd has shown highest concentration for both OP and BOT sites.

This total concentration of metal in the soil matrix obtained above often does not accurately represent their characteristic and toxicity (Okoro et al., 2012). In order to understand their actual and potential environmental effect, a sequential extraction procedure was used on the soil samples, followed with ICP-MS analysis of the extracts. The results obtained for PGMs concentrations in the extracted samples are shown in Table 23.

Table 23. Results obtained for the sequential extraction of total metal concentrations in soil samples obtained using ICP-MS spectrophotometric analysis.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Fraction</th>
<th>Pd (µg g−1)</th>
<th>Pt (µg g−1)</th>
<th>Rh (µg g−1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>Carbonate-bound</td>
<td>0.02</td>
<td>0.01</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.01</td>
<td>0.004</td>
<td>0.002</td>
</tr>
<tr>
<td>OP2</td>
<td>Carbonate-bound</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.17</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>OP3</td>
<td>Carbonate-bound</td>
<td>0.04</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.15</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>OP4</td>
<td>Carbonate-bound</td>
<td>0.08</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.05</td>
<td>0.03</td>
<td>0.004</td>
</tr>
<tr>
<td>BOT1</td>
<td>Carbonate-bound</td>
<td>0.03</td>
<td>0.01</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.01</td>
<td>0.004</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.01</td>
<td>0.01</td>
<td>0.005</td>
</tr>
</tbody>
</table>
Table 23 presents the results obtained for sequential extraction of the soil samples. The results obtained for the carbonate-bound extracts for sites OP1 – OP4 shows that the concentration of Pd(II), Pt(II) and Rh(III) ranged from 0.005 – 0.06 µg g\(^{-1}\). The results for the Fe-Mn oxide bound extracts for sites OP1 – OP4 shows that the concentration of Pd, Pt and Rh ranged from 0.01 – 0.19 µg g\(^{-1}\). The results for the organic bound extract showed that the concentration of Pd, Pt and Rh ranged from 0.001 – 0.01 µg g\(^{-1}\).

The OP1 site order of mobility of the metals in the first fraction is Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound and the organic bound extracts were Pd > Pt = Rh and Pd > Pt > Rh, respectively.

The OP2 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions were Pd > Pt > Rh and Pd > Pt = Rh, respectively.

The OP3 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions are Pd > Pt > Rh and Pd = Pt > Rh, respectively.

The OP4 site order of mobility of the metals in the first fraction is Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound and the organic matter are Pd > Pt > Rh and Pd > Pt > Rh, respectively.

In overall Pd seemed to be the most mobile element in all fractions with higher concentrations found in Fe-Mn bound extract.

In the case of the BOT1 – BOT4 sites, the results for the carbonated bound extracts were as follow: the concentrations of Pd(II), Pt(II) and Rh(III) ranged from 0.004 – 0.34 µg g\(^{-1}\). The

<table>
<thead>
<tr>
<th>Site</th>
<th>Carbonate-bound</th>
<th>Fe-Mn oxides bound</th>
<th>Organic bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOT2</td>
<td>0.06</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>BOT3</td>
<td>0.34</td>
<td>0.04</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>BOT4</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>0.13</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
</tr>
</tbody>
</table>
results for the Fe-Mn oxide bound extract showed that the concentrations of Pd, Pt and Rh ranged from 0.003 – 0.08 µg g⁻¹.

The results for the organic bound extracts showed that the concentrations of Pd(II), Pt(II) and Rh(III) ranged from 0.005 – 0.05 µg g⁻¹. The BOT1 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt = Rh and Pd > Pt > Rh, respectively.

The BOT2 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt = Rh, respectively.

The BOT3 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt = Rh, respectively.

The BOT4 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt = Rh, respectively.

In overall Pd seemed to be the most mobile element in all fractions with higher concentrations found in carbonated bound extracts.

### 6.4.4 PGMs analysis in dust samples using ICP-MS

Table 24 presents the results of the total metal concentrations (µg g⁻¹ of Pt, Pd, Rh) obtained by direct acid digestion in the dust samples collected at the eight sampling sites, using the ICP-MS spectrophotometric technique.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Pd (µg g⁻¹)</th>
<th>Pt (µg g⁻¹)</th>
<th>Rh (µg g⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>926</td>
<td>25</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 24. Results obtained for the total concentrations of PGMs obtained in the direct acid digestion of the dust samples.
The total concentrations of PGMs in the OP1 – OP4 sites obtained ranged from 673 – 926 µg g\(^{-1}\) for Pd, 31 – 90 µg g\(^{-1}\) for Pt, and 28 – 45 µg g\(^{-1}\) for Rh. The order found for the presence of PGMs were OP1 > OP3 > OP2 > OP4; followed by OP4 > OP2 > OP1 > OP3; and OP4 > OP2 > OP1 > OP3 for Pd, Pt and Rh, respectively.

Pd had the highest concentration in all the four OP1 – OP4 sites, followed by Pt while Rh has the least values. The sequence for PGMs concentration was as follows: Pd > Pt > Rh with Pt and Rh showing the same sequence of order for the OP1 – OP4 sites.

The total concentrations of PGMs in the BOT1 – BOT4 sites obtained ranged from 529 – 825 µg g\(^{-1}\) for Pd, 24 – 45 µg g\(^{-1}\) for Pt, and 11 – 20 µg g\(^{-1}\)for Rh. The order found for the presence of PGMs were BOT4 > BOT1 > BOT3 > BOT2; followed by BOT2 > BOT3 = BOT4 > BOT1; and BOT2 > BOT3 = BOT4 > BOT1 for Pd, Pt and Rh, respectively.

Pd had the highest concentration in all the four BOT1 – BOT4 sites, followed by Pt while Rh has the least values. The sequence for PGMs concentration was as follows: Pd > Pt > Rh with Pt and Rh showing the same sequence.

The results obtained for both the OP and BOT sites have further shown that Pd had the highest concentration for both the OP and BOT sites.

The results obtained for the dust samples were very similar to the results obtained for the soil samples with the same order obtained for Pd. The results obtained for the sequential extraction procedure are also presented in Table 25.
Table 25. Results obtained for the sequential extraction of the dust samples and analysis using ICP-MS spectrophotometry.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Fraction</th>
<th>Pd (µg g(^{-1}))</th>
<th>Pt (µg g(^{-1}))</th>
<th>Rh (µg g(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>Carbonate-bound</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.15</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.02</td>
<td>0.01</td>
<td>0.004</td>
</tr>
<tr>
<td>OP2</td>
<td>Carbonate-bound</td>
<td>0.07</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>OP3</td>
<td>Carbonate-bound</td>
<td>0.09</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.15</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>OP4</td>
<td>Carbonate-bound</td>
<td>0.11</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.09</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.06</td>
<td>0.05</td>
<td>0.03</td>
</tr>
<tr>
<td>BOT1</td>
<td>Carbonate-bound</td>
<td>0.06</td>
<td>0.02</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.02</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>BOT2</td>
<td>Carbonate-bound</td>
<td>0.08</td>
<td>0.04</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>BOT3</td>
<td>Carbonate-bound</td>
<td>0.09</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.06</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>BOT4</td>
<td>Carbonate-bound</td>
<td>0.10</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.09</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.08</td>
<td>0.06</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 25 represents the results obtained for the OP1 – OP4 sites in the sequential extraction procedure. The results for the carbonated bound extracts showed that the concentration of Pd(II), Pt(II) and Rh(III) ranged from 0.01 – 0.1 µg g\(^{-1}\). The results for the Fe-Mn oxide bound extracts obtained for the OP1 – OP4 sites showed that the concentration of Pd, Pt and Rhranged from 0.01 – 0.15 µg g\(^{-1}\). The results for the organic bound extract showed that the concentration of Pd, Pt and Rhranged from 0.004 – 0.03 µg g\(^{-1}\).
The OP1 site order of mobility of the metals in the carbonated bound extract was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt > Rh, respectively.

The OP2 site order of mobility of the metals in the carbonated bound extracts was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt > Rh, respectively.

The OP3 site order of mobility of the metals in the carbonated bound extract was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic matter extracts were Pd > Pt > Rh and Pd = Pt > Rh, respectively.

The OP4 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the Fe-Mn oxide bound extracts and the organic bound extracts were Pd > Pt > Rh and Pd > Pt > Rh, respectively.

In overall the results obtained for Pd seemed to be the most mobile element in all fractions with higher concentrations found in the Fe-Mn oxide bound extracts.

In case of the BOT sites the results for the carbonated bound extracts were as follow: the concentration of Pd, Pt and Rh ranged from 0.0 – 0.10 µg g\textsuperscript{-1}.

The results for the Fe-Mn oxide bound extracts showed that the concentration of Pd, Pt and Rh ranged from 0.010 – 0.09 µg g\textsuperscript{-1}.

The results for the organic bound extracts showed that the concentration of Pd, Pt and Rh ranged from 0.01 – 0.05 µg g\textsuperscript{-1}.

The BOT1 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions were Pd > Pt = Rh and Pd > Pt > Rh, respectively.

The BOT2 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions were Pd > Pt > Rh and Pd > Pt = Rh, respectively.

The BOT3 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions were Pd > Pt > Rh and Pd > Pt > Rh, respectively.
The BOT4 site order of mobility of the metals in the first fraction was Pd > Pt > Rh. Furthermore, similar mobility orders of the elements for the second and the third fractions were Pd > Pt > Rh and Pd > Pt > Rh, respectively.

The overall evaluation showed that the results for Pd indicate that it seems to be the most mobile element in all fractions with higher concentrations found in the carbonated bound extracts.

In summary, in the environmental studies for the determination of different ways of binding gives more information of trace metal mobility, as well as on the availability or toxicity. A comprehensive comparison of the total concentration in analysis involving direct digestion methods and sequential extraction for eight selected soil and dust samples has been studied. The results obtained from the analysis of soils collected from Bottelary and Old Paarl road sampling sites indicated that the total concentrations of PGMs for the direct digestive procedure were higher than those of sequential extraction in both soil and dust samples. The PGMs pollution in soils near highways or similar environments may be attributed to emissions from catalytic car converters. In addition, Pd has shown the highest total metal concentration for both soil and dust samples. At the same time, according to the results obtained by sequential extraction procedure, it is obvious that Pd can be identified in abundant amounts in the Fe-Mn oxide bound and carbonated bound extracts for both soil and dust samples.

6.4.5 PGMs analysis in soil samples using AdDPCSV.

Next, the stripping voltammetric method optimised in this study was applied to the determination of PGMs in environmental soil samples. There are many methods for determination of PGM but only a few studies reporting voltammetric analysis of PGMs in soil and sediment samples (Zereini et al., 2000). The sequential extraction method for evaluating different fractions in sediments or soil samples for its metal content have been applied in this study (Li et al., 2010; Morera et al., 2001).

This was further done to determine in which fraction of the soil extraction process, the highest yield of PGMs with minimum matrix effect, can be determined. For quantitative determination of the PGMs, calibration curves were obtained from the results obtained and the corresponding equations for this dependence are given below.
Table 26. Results obtained for the sequential extraction of speciation metal concentrations in soil samples obtained using AdDPSV analysis.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Fraction</th>
<th>Pd (\mu g \text{ g}^{-1})</th>
<th>Pt (\mu g \text{ g}^{-1})</th>
<th>Rh (\mu g \text{ g}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>Carbonate-bound</td>
<td>0.96 ± 0.01</td>
<td>0.93 ± 0.01</td>
<td>0.42 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>1.14 ± 0.05</td>
<td>0.94 ± 0.01</td>
<td>0.94 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.99 ± 0.01</td>
<td>0.92 ± 0.01</td>
<td>0.90 ± 0.01</td>
</tr>
<tr>
<td>OP2</td>
<td>Carbonate-bound</td>
<td>0.98 ± 0.01</td>
<td>0.96 ± 0.03</td>
<td>0.92 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>1.17 ± 0.01</td>
<td>0.84 ± 0.06</td>
<td>0.94 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.97 ± 0.03</td>
<td>0.97 ± 0.01</td>
<td>0.96 ± 0.01</td>
</tr>
<tr>
<td>OP3</td>
<td>Carbonate-bound</td>
<td>0.96 ± 0.02</td>
<td>0.96 ± 0.03</td>
<td>0.99 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>1.17 ± 0.01</td>
<td>0.84 ± 0.06</td>
<td>0.98 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.98 ± 0.01</td>
<td>0.97 ± 0.01</td>
<td>0.98 ± 0.04</td>
</tr>
<tr>
<td>OP4</td>
<td>Carbonate-bound</td>
<td>0.98 ± 0.03</td>
<td>0.97 ± 0.01</td>
<td>0.96 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>1.17 ± 0.03</td>
<td>0.97 ± 0.01</td>
<td>0.97 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.99 ± 0.01</td>
<td>0.97 ± 0.01</td>
<td>0.97 ± 0.01</td>
</tr>
<tr>
<td>BOT1</td>
<td>Carbonate-bound</td>
<td>1.04 ± 0.01</td>
<td>0.94 ± 0.01</td>
<td>0.86 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.01</td>
<td>0.96 ± 0.01</td>
<td>0.96 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.94 ± 0.01</td>
<td>0.96 ± 0.01</td>
<td>0.76 ± 0.01</td>
</tr>
<tr>
<td>BOT2</td>
<td>Carbonate-bound</td>
<td>1.31 ± 0.01</td>
<td>0.99 ± 0.04</td>
<td>0.99 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.01</td>
<td>0.97 ± 0.01</td>
<td>0.98 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.94 ± 0.01</td>
<td>0.98 ± 0.01</td>
<td>0.75 ± 0.04</td>
</tr>
<tr>
<td>BOT3</td>
<td>Carbonate-bound</td>
<td>4.00 ± 0.01</td>
<td>0.95 ± 0.01</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.03</td>
<td>0.98 ± 0.01</td>
<td>0.97 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.97 ± 0.05</td>
<td>0.97 ± 0.03</td>
<td>1.21 ± 0.01</td>
</tr>
<tr>
<td>BOT4</td>
<td>Carbonate-bound</td>
<td>0.92 ± 0.06</td>
<td>0.90 ± 0.01</td>
<td>0.86 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.01</td>
<td>0.96 ± 0.02</td>
<td>0.86 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.98 ± 0.01</td>
<td>0.98 ± 0.01</td>
<td>0.75 ± 0.03</td>
</tr>
</tbody>
</table>

Analysis of the results in Table 26 for sites OP1 – OP4 and BOT1 – BOT4 has been conducted to understand the prevalence of the PGMs at these sampling sites. The results obtained for the samples collected at these sites showed that the concentration of Pd(II), Pt(II) and Rh(III) ranged from 0.4 – 4.0 ng g\(^{-1}\). These results were much lower and showed better detection with AdDPCSV analysis, compared to the results obtained for ICP-MS analysis in sections 6.4.3 and 6.4.5.
The results for the Fe-Mn oxide bound extracts for sites OP1 – OP4 and BOT1 – BOT4 showed that the concentration of Pd(II), Pt(II) and Rh(III) ranged from 0.86 – 1.14 ng g\(^{-1}\).

The results for the organic bound extracts for sites OP1 – OP4 and BOT1 – BOT4 showed that the concentration of Pd(II), Pt(II) and Rh(III) ranged from 0.75 – 1 ng g\(^{-1}\). It was again observed that the results for Pd(II) seemed to be the highest in the extracted fractions, indicating that Pd(II) was the most mobile element in all fractions investigated with higher concentrations found in the carbonated bound and Fe-Mn oxide bound extracts.

### 6.4.6 PGMs analysis in dust samples using AdDPCSV

Table 27 presents the results for the speciation of the metal concentrations (ng g\(^{-1}\) Pt(II), Pd(II), Rh(III)) obtained by adsorptive stripping voltammetry analysis of the dust samples.

**Table 27.** Results obtained for the sequential extraction of speciation metal concentrations in dust samples obtained using AdDPCSV analysis.

<table>
<thead>
<tr>
<th>Site ID</th>
<th>Fraction</th>
<th>Pd (µg g(^{-1}))</th>
<th>Pt (µg g(^{-1}))</th>
<th>Rh (µg g(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP1</td>
<td>Carbonate-bound</td>
<td>0.99 ± 0.01</td>
<td>0.93 ± 0.01</td>
<td>0.40 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.99 ± 0.01</td>
<td>0.98 ± 0.01</td>
<td>0.15 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>1.05 ± 0.01</td>
<td>0.99 ± 0.01</td>
<td>0.93 ± 0.02</td>
</tr>
<tr>
<td>OP2</td>
<td>Carbonate-bound</td>
<td>1.35 ± 0.01</td>
<td>0.93 ± 0.02</td>
<td>0.70 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.99 ± 0.01</td>
<td>0.97 ± 0.05</td>
<td>0.42 ± 0.06</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>0.97 ± 0.03</td>
<td>0.95 ± 0.01</td>
<td>0.89 ± 0.01</td>
</tr>
<tr>
<td>OP3</td>
<td>Carbonate-bound</td>
<td>1.35 ± 0.01</td>
<td>0.92 ± 0.01</td>
<td>0.70 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.99 ± 0.03</td>
<td>0.98 ± 0.01</td>
<td>0.25 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>1.00 ± 0.02</td>
<td>0.98 ± 0.01</td>
<td>0.95 ± 0.01</td>
</tr>
<tr>
<td>OP4</td>
<td>Carbonate-bound</td>
<td>1.30 ± 0.01</td>
<td>0.96 ± 0.01</td>
<td>0.72 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.97 ± 0.03</td>
<td>0.96 ± 0.02</td>
<td>0.34 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>1.00 ± 0.02</td>
<td>0.98 ± 0.02</td>
<td>0.95 ± 0.04</td>
</tr>
<tr>
<td>BOT1</td>
<td>Carbonate-bound</td>
<td>0.98 ± 0.01</td>
<td>0.93 ± 0.01</td>
<td>0.80 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.01</td>
<td>0.87 ± 0.04</td>
<td>0.24 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>1.01 ± 0.01</td>
<td>0.99 ± 0.02</td>
<td>0.92 ± 0.01</td>
</tr>
<tr>
<td>BOT2</td>
<td>Carbonate-bound</td>
<td>0.99 ± 0.01</td>
<td>0.99 ± 0.01</td>
<td>0.80 ± 0.01</td>
</tr>
<tr>
<td></td>
<td>Fe-Mn oxides bound</td>
<td>0.98 ± 0.02</td>
<td>0.89 ± 0.03</td>
<td>0.13 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>Organic bound</td>
<td>1.12 ± 0.01</td>
<td>0.99 ± 0.01</td>
<td>0.30 ± 0.02</td>
</tr>
</tbody>
</table>
The results obtained showed some similarities to the results obtained for the soil samples with palladium leading with higher concentrations in both of the sampling sites (OP1 – OP4 and BOT1 – BOT4).

The results for Pd(II) in the samples collected from sites OP1 – OP4 were the highest in the carbonate bound extract, followed by the organic bound extract, and the least in the Fe-Mn oxide bound extract.

The Pt(II) results for sites OP1 – OP4 were slightly higher in the the Fe-Mn oxide bound extract, followed closely by the organic bound extract, and the least in the carbonate bound extract.

The Rh(III) results for sites OP1 – OP4 were the highest in the organic bound extract, followed by the carbonate bound extract, and the least in the Fe-Mn oxide bound extract.

The results obtained for the OP1 – OP4 sites have shown varied mobility of the PGMs in the different extracts evaluated. The trend observed indicated that the decreasing order of PGMs concentrations were Pd(II) > Pt(II) > Rh(III).

The analysis of the results obtained for sites BOT1 – BOT4 showed that the Pd(II) concentrations in the organic bound extracts were the highest, followed by the carbonate bound and Fe-Mn oxide bound extracts that were relatively similar to each other.

Analysis of the Pt(II) results for sites BOT1 – BOT4 showed that these concentrations were the highest in the organic bound extracts, followed by the carbonate bound extract, with the least concentrations observed in the Fe-Mn oxide bound extracts.

In the case of the Rh(III) results for sites BOT1 – BOT4, it was observed that these concentrations were the highest in the carbonate bound extracts for sites BOT1 and BOT2, followed by the Fe-Mn oxide bound extract for site BOT4 and the organic bound extract for site
BOT3. The lowest concentrations were observed in the Fe-Mn oxide bound extracts for sites BOT1 and BOT2, including the carbonate bound extract for sites BOT3 and BOT4.

For sites BOT1 – BOT4, the decreasing order of PGMs concentrations were also Pd(II) > Pt(II) > Rh(III).

The results obtained has further indicated that the use of the adsorptive differential pulse techniques offer a more sensitive technique for the determination of PGMs, when compared to traditional ICP - MS spectrometry. The deposition time for the stripping analysis used was 120 s, adding to the better results obtained in a shorter analysis times.

6.5 Summary

In summary the results obtained in this work have demonstrated that the newly constructed GCE/rGO-SbNPs sensor can be successfully employed for the PGMs determination in soil and dust samples. The use of nanoparticle sensors implies a series of advantages with respect to spectroscopic methods, which may result in the decreasing of cost and time.

The results obtained in this chapter have further demonstrated that the proposed electrochemical methods developed in this study shows results with high sensitivity and lower detection limit, indicating that both the GCE and SPCE sensor platforms modified with nanoparticles can be used as a sensor for the sensitive electrochemical detection of Pt(II), Pd(II) and Rh(III) in environmental samples.

The SPCE/rGO-SbNPs sensor obtained better sensitivity responses with slightly better detection limits compared to the GCE/rGO-SbNPs sensor. On the other hand the same electrode shows poorer %RSD with a narrower linear range.

The GCE/rGO-SbNPs sensor has shown a wider linear ranger compared to the SPCE/rGO-SbNPs sensor. The results obtained has further indicated that the use of the adsorptive differential pulse techniques offer a more sensitive technique for the single and simultaneous determination of PGMs, when compared to traditional ICP-MS spectrometry. The deposition time for the stripping analysis used was 120 s, adding to the better results obtained in a shorter analysis times.
The practical analytical utility of GCE/rGO-SbNPs was assessed by measurements of soil and dust samples and the results are not completely different with the results from ICP-MS. The mobility order for PGMs on the adsorptive stripping voltammetry is the same as the ICP-MS results. However, it should be highlighted that lower and more sensitive LODs were obtained for the voltammetric analysis, compared to the ICP-MS spectroscopic analysis.
Chapter 7

Conclusion and Recommendations

7.1 General Discussion and Conclusions

The high demand for simple, fast, accurate, and sensitive detection methods in environmental analysis has led to the development of novel electrochemical sensors. The glassy carbon electrode (GCE) and screen-printed carbon electrode (SPCE) were chosen because of its broad potential window, low background current, rich surface chemistry, low cost, chemical inertness, and suitability for the detection of trace levels of metal ions. Accordingly, the aim of this thesis work was to develop novel and improved electrochemical sensors based on nanoparticles exploiting the electrocatalytic effect of nanomaterials in general. PGMs were chosen as a target species due to the increasing contribution of exhaust emissions from vehicles to the presence of these metals in environmental samples.

The introduction of catalytic converter technology to cars has alleviated gaseous exhaust emissions, but in turn has resulted in emissions of the three platinum group metals (PGMs), e.g. Pd, Pt and Rh, contained in the automobile catalysts. The present literature survey showed that the concentrations of these metals have increased significantly in the last decades in diverse environmental matrices; like airborne particulate matter, soil, roadside dust and vegetation, rivers, coastal and oceanic environment. The details for each chapter are as follows.

In Chapter 1, the goals of this study were introduced focussing on the development of electrochemical sensors based on nanoparticles and its application for the detection of PGMs in environmental matrices. The method involved the modification of carbon electrodes (GCE and SPCE). The next step was to sample road side soil and dust samples to analyse for its PGMs content, thereby achieving the goals of our study. By using the adsorptive stripping voltammetry technique, the importance of the emergent field of nanocomposite functional materials has provided suitable to achieve the results of the study. The results indicated that the developed sensors are effective and reliable to detect PGMs in soil and dust samples.
Chapter 2 established the literature review on electrochemical sensing with nanoparticles. In this chapter the state of the art in modifying electrochemical sensors and the methods for preparation of nanoparticles were reviewed. The literature review and theory relative to the chemistry of this project were presented by a detailed description of the relevant work done by previous studies and researchers.

Chapter 3, detailed the experimental protocol of the synthesis of the nanocomposite of rGO-SbNPs and other related materials. Synthesis of rGO-SbNPs were successfully demonstrated, and has been achieved using rGO and antimony nanoparticles to obtain the synthesised nanocomposite of rGO-SbNPs by chemical method employing PVA as a capping agent. Graphite and antimony pentachloride were used as the starting materials. Individual nanoparticles of rGO, SbNPs and the nanocomposite of rGO-SbNPs were also produced using a chemical method. The phase formation has been investigated microscopically, spectroscopically and electrochemically. It was observed that substantial differences exist between these materials as observed in microscopy, structural and electrochemical behaviours.

In Chapter 4 the novel synthesis and characterisation of the nanocomposite of rGO-SbNPs was presented. The results for the characterisation of the obtained nanocomposite were presented. The rGO-SbNPs were obtained from the chemical integration of rGO and SbNPs and characterised by SEM, HRTEM, EDX, UV-VIS, FTIR, Raman spectra, CV and EIS techniques. All the results revealed that rGO-SbNPs contains the structural characteristics of the individual rGO and SbNPs nanoparticles. According to SEM analysis, the rGO contained uniformly SbNPs distributed over the whole surface of the nanocomposite. The SbNPs can be seen as white spots on the rGO surface, which clearly indicates their coupling. From HRTEM results, the antimony nanoparticles occupy the whole surface of the graphene sheets. Furthermore, energy-dispersive X-ray (EDX) examination confirmed the presence of antimony in the nanocomposite. From the FTIR study the compositional comparison among composites and individual materials has also been studied. The rGO-SbNPs nanocomposite showed different absorption peaks compared to the individual rGO and SbNPs compounds. The Raman spectrum of the newly synthesised rGO-SbNPs composite was confirmed, including that of both of the individual rGO and SbNPs Raman spectra.

The electrochemistry of a rGO-SbNPs film in acidic solution showed the presence of redox species over a broad potential range. From CV analysis, the results showed that the
combined effect of rGO and SbNPs enhanced the electron transfer for the rGO-SbNPs compounds. This observation was also supported by EIS analysis and results obtained.

In Chapter 5 a description of the redox investigation obtained on PGMs using rGO-SbNPs in sensor analysis, was provided. For the application purpose, current-voltage characteristics and electrochemical studies have been performed in NaOAc buffer (pH = 5.2) solution, in order to compare the carbon modified nanosensors (SPCE/rGO-SbNPs and GCE/rGO-SbNPs). The results have proved that rGO-SbNPs acted as an electron transfer medium and enhanced the electrochemical reaction in both carbon nanosensors. The introduction of rGO-SbNPs on the GC and SPC electrode surfaces facilitates the conduction pathway at the modified electrode surface. True surface area as well as film thickness of the electro-active species modified on the SPCE/rGO-SbNPs and GCE/rGO-SbNPs sensor surfaces was determined experimentally. From the studies performed in this chapter, the SPCE/rGO-SbNPs sensor was found to be more sensitive than the GCE/rGO-SbNPs sensor.

Chapter 6 demonstrated the application of the SPCE/rGO-SbNPs and GCE/rGO-SnNPs sensors for the detection of PGMs in environmental samples. This novel sensor application for the determination of PGMs in roadside dust and soil samples, was successfully demonstrated with the aforementioned constructed sensors.

To this end, this study has provided a detailed examination of the optimisation of GCE/rGO-SbNPs and SPCE/SbNPs sensors for PGMs analysis. Specifically, the optimisation of supporting electrolytes, pH, deposition potential, deposition time and stirring conditions were thoroughly investigated. The nanocomposite materials displayed enhanced response times to detect target analytes. The GCE/rGO-SbNPs sensor in combination with adsorptive differentia pulse cathodic stripping voltammetry (AdDPCSV) were successfully used for the determination of Pd(II), Pt(II) and Rh(III) with good detection limits of 0.45, 0.49, and 0.49 pg L⁻¹, respectively.

The accuracy of the method was obtained by calculating the average values for % recoveries. Recovery values between 91.9% and 111.6% were obtained, confirming that the method was relatively accurate. For the determination of precision of the developed method, the reproducibility of the method was evaluated through the percent relative standard deviation (%RSD). The adsorptive deposition on a GCE/rGO-SbNPs sensor under the optimised
conditions resulted in reproducible measurements with relative good %RSD values of 4.2%, 2.55% and 2.67% for Pd(HDMG)$_2$, Pt(HDMG)$_2$ and Rh(HDMG)$_3$, respectively.

The SPCE/rGO-SbNPs sensor in combination with adsorptive differential pulse cathodic stripping voltammetry were employed for the detection of Pd(II), Pt(II) and Rh(III) with excellent limits of detection limits of 0.42, 0.26, and 0.34 pg L$^{-1}$, respectively and apparent recovery factors (very close to 100 %). The adsorptive deposition on a SPCE/rGO-SbNPs sensor under the optimised conditions resulted in reproducible measurements with poor %RSD values of 23.94%, 26.96% and 27.98% for Pd(HDMG)$_2$, Pt(HDMG)$_2$ and Rh(HDMG)$_3$, respectively.

By comparing the responses and results of the two carbon nanoparticle sensors applied in AdDPCSV analysis of PGMs, the results indicated that both sensors exhibit good detection limits. The SPCE/rGO-SbNPs sensor obtained better sensitivity responses with a slightly better detection limit compared to the GCE/rGO-SbNPs sensor. On the other hand, the precision of the SPCE/rGO-SbNPs sensor was not satisfactory. The GCE/rGO-SbNPs sensor was characterised by extreme wide linear range, very good RSD % and apparent recovery factors compared to the SPCE/rGO-SbNPs sensor, offering its application to real samples. From the results, there are some uncertainties surrounding the SPCE/rGO-SbNPs sensor and further investigations need to be performed in real samples.

Interferences were also evaluated, showing promising results. ICP-MS analysis coupled with a sequential extraction procedure (SEP), compared to direct acid digestion method and AdDPCSV voltammetry have been investigated as methods for analysis of PGMs in soil and dust samples. ICP-MS is commonly used for analysis of most of the elements of particular interest in this study and therefore it was with this technique that comparison has been made. The AdDPCSV analysis proved to be a much more satisfactory method of high sensitivity for PGMs analysis. The Pd(II), Pt(II) and Rh(III) were successfully determined at concentrations as low as 0.26 pg L$^{-1}$.

### 7.2 Future Recommendations

The selective detection of the PGMs has been achieved. It could be envisaged that further work can be conducted on the simultaneous determination of PGMs with the constructed sensors.
Each time when the SPCE/rGO –SbNPs was used different calibration curves were obtained. Detailed surface studies can be done to understand the changes occurring on the surface of the sensor. Improving the better mixing of the nanocomposite mixture is also required. The findings outlined in this thesis could prove beneficial to not only the environmental studies, but have ramifications for other industries suffering with pollutants.

Further investigations into the results outlined in this thesis could yield valuable additional information, and see the processes and materials move closer to commercial application. Future developments will consider the production of our own screen-printed carbon electrodes to further improve the top insulation ink (that we think may be a problem) in order to modify the effect of shear force on the prepared surface.

The utilisation of SPCE/rGO-NPs sensors for further developmental work into the construction of electrode surfaces is highly recommended, based on the satisfactory and promising outcomes shown in the detection limit obtained. The SPCE/rGO-NPs sensor also requires further study in order to boost the precision of the sensor results. This is most likely to be achieved by limiting the amount of the nanocomposite when preparing the suspension drop-coated on the electrode surface. Perhaps by finding a suitable solvent due to the possibilities of organic sovent not suitable for SPCE. This may be achieved by further investigating the unusual behaviour of the decrease of deposition time observed. The long-term stability of these electrodes also needs further investigation.
Chapter 8
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