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Abstract

The main theme of this thesis is the construction of linear codes from adjacency matrices or sub-matrices of adjacency matrices of regular graphs. We first examine the binary codes from the row span of biadjacency matrices and their transposes for some classes of bipartite graphs. In this case we consider a sub-matrix of an adjacency matrix of a graph as the generator of the code.

We then shift our attention to uniform subset graphs by exploring the automorphism groups of graph covers and some classes of uniform subset graphs. In the sequel, we explore equal codes from adjacency matrices of non-isomorphic uniform subset graphs and finally consider codes generated by an adjacency matrix formed by adding adjacency matrices of two classes of uniform subset graphs.

We let $k \geq 3$ be an integer and $\Omega$ a set of size $2^k$. Let $\Omega^{(k)}$ denote the set of all subsets of $\Omega$ of size $k$. We explore the pertinent properties of the bipartite graphs $\Gamma(2^k, k, k+1, 1)$. Adjacency in these graphs is defined by two vertices as $k$-subsets and $(k+1)$-subsets of $\Omega$ being adjacent if and only if they have one element in common. Firstly, we examine the binary codes generated by the row span of biadjacency matrices of the graphs. We determine the parameters of the codes. We show that $S_{2^k}$ is contained in the automorphism group of both the graphs and the corresponding codes. In addition, we determine the duals of the codes, and by identifying suitable information sets, we construct 2-PD sets for the dual codes.

Secondly, we explore the properties of the bipartite graphs $\Gamma(2^{k+1}, k, k+2, 1)$. We examine the codes generated by the row span of adjacency matrices and present the results as for the case of the graphs $\Gamma(2^k, k, k+1, 1)$.

Thirdly, we explore automorphism groups of graph covers and some classes of uniform subset graphs. We extend the exploration of automorphism groups
of distance-preserving graph covers. Specifically, we apply the technique of graph covers and their corresponding quotients to determine the automorphism groups of the uniform subset graphs $\Gamma(2k, k, k - 1)$ and $\Gamma(2k, k, 1)$. The determination of automorphism group of $\Gamma(2k, k, k - 1)$ answers a conjecture posed by Mark Ramras and Elizabeth Donovan in [85]. They conjectured that $\text{Aut}(\Gamma(2k, k, k - 1)) \cong S_{2k} \times < T >$, where $T$ is the complementation map $X \mapsto T(X) = X^c = \{1, 2, \ldots, 2k\} \setminus X$, and $X \in \Omega(k)$.

Fourthly, in the same enterprise, we also explore the binary codes from the row span of adjacency matrices of a class of uniform subset graphs. By analysing adjacency matrices of the non-isomorphic uniform subset graph $\Gamma(2k, k, 1)$ and the Johnson graph $\Gamma(2k, k, k - 1)$, we show that the codes coincide. We further extend our results analysing adjacency matrices of the non-isomorphic uniform subset graphs $\Gamma(2k, k, i)$ and $\Gamma(2k, k, k - i)$ for $i \neq 0, \frac{k}{2}$. We show that the codes generated by the row span of their adjacency matrices coincide.

The biadjacency matrices of the bipartite graphs $\Gamma(2k, k, k + 1, 1)$ and $\Gamma(k + 1, k, k + 2, 1)$ (at lower level) are sub-graphs of the uniform subset graph $\Gamma(2k, k, 1)$ hence the codes from the row span of these biadjacency matrices are sub-codes of the codes from an adjacency matrix of $\Gamma(2k, k, 1)$.

The code from the graph $\Gamma(2k, k, 1)$ is also explored as a code from the maximal sub-groups of the alternating group $A_{2k}$ hence the sub-codes in context are also the sub-codes from the maximal subgroups of the alternating group $A_{2k}$.

Finally, by using a different construction, we explore codes from an adjacency matrix of a generalised uniform subset graph $\Gamma(2k, k, \{1, k - 1\})$. In this graph two vertices $u$ and $v$ as $k$-subsets of $\Omega$ are adjacent if and only if $|u \cap v| = i$ for $i \in \{1, k - 1\}$. 
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# List of symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>alternating group on a set of $n$ elements</td>
</tr>
<tr>
<td>$C$</td>
<td>linear code</td>
</tr>
<tr>
<td>$\text{Aut}(C)$</td>
<td>automorphism group of a linear code $C$</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>design</td>
</tr>
<tr>
<td>$\text{Aut}(\mathcal{D})$</td>
<td>automorphism group of a design $\mathcal{D}$</td>
</tr>
<tr>
<td>$\text{Aut}(\Gamma)$</td>
<td>automorphism group of a graph $\Gamma$</td>
</tr>
<tr>
<td>$A(\Gamma)$</td>
<td>antipodal graph of a graph $\Gamma$</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>block set of a design</td>
</tr>
<tr>
<td>$C^\perp$</td>
<td>dual code of a code $C$</td>
</tr>
<tr>
<td>$d(C)$</td>
<td>minimum distance of a code $C$</td>
</tr>
<tr>
<td>$\dim(C)$</td>
<td>dimension of of a code $C$</td>
</tr>
<tr>
<td>$d(x, y)$</td>
<td>Hamming distance between codewords $x$ and $y$</td>
</tr>
<tr>
<td>$\mathbb{F}_q$</td>
<td>finite field of order $q$ where $q = p^t$, $p$ a prime</td>
</tr>
<tr>
<td>$\mathbb{F}_q^n$</td>
<td>vector space of $n$-tuples over $\mathbb{F}_q$</td>
</tr>
<tr>
<td>$\text{Graph}(\Delta)$</td>
<td>orbital graph</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>graph</td>
</tr>
<tr>
<td>$H$</td>
<td>parity-check matrix of a code $C$</td>
</tr>
<tr>
<td>$I_k$</td>
<td>identity matrix of rank $k$</td>
</tr>
<tr>
<td>$I$</td>
<td>incidence relation</td>
</tr>
<tr>
<td>$\mathcal{I}_n$</td>
<td>information set</td>
</tr>
<tr>
<td>$\cong$</td>
<td>isomorphism of two structures</td>
</tr>
<tr>
<td>$j_n$</td>
<td>all-one vector of length $n$ in a given code</td>
</tr>
<tr>
<td>$K_{m,n}$</td>
<td>complete bipartite graph with bipartition $(X,Y)$</td>
</tr>
</tbody>
</table>
\( M \) generator matrix of a code
\( N(v) \) open neighbourhood of a vertex \( v \)
\( N[v] \) closed neighbourhood of a vertex \( v \)
\( \Omega \) a set of size \( n \)
\( \Omega^{(k)} \) set of subsets of \( \Omega \) of size \( k \)
\( \Omega \setminus X \) elements of \( \Omega \) not in \( X \)
\( \mathcal{P} \) point set of a design
\( \text{Supp}(x) \) support of a vector \( x \)
\( S_n \) symmetric group on a set of \( n \) elements
\( \overline{v} \) block of \( D \) indexed by a vertex \( v \) of a graph \( \Gamma \)
\( v^\tau \) incidence vector of \( \overline{v} \)
\( \text{wt}(x) \) Hamming weight of a vector \( x \)
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Chapter 1

Introduction

Significant effort with considerable success has been directed towards the description of linear codes from neighbourhood and incidence designs of various classes of regular graphs. A neighbourhood design of a regular graph is formed by taking as points the vertices of the graph, and each block consists of the neighbours of a given vertex. In an incidence design, the points are the edges of the graph and each block consists of the edges incident with a given vertex. In most cases, these codes have been decoded using permutation decoding, a method due to MacWilliams [77]. This is because combinatorial properties of the graphs and designs are intimately linked to important properties of the codes including the minimum weight, the minimum words, information sets and the automorphism groups which are amenable for successful permutation decoding.

In recent studies on codes from incidence matrices of some classes of graphs, (see for example [35], [37], [38], [60] and [73] for further details) it was shown that these codes have some useful common properties. Among others, it is shown that the minimum weight coincides with the valency of the graph and the minimum words are the non-zero scalar multiples of the rows of the incidence matrix. This implies that in these cases the graphs can be retrieved from the code. However, codes from adjacency matrices of graphs seem not to enjoy such properties in the general case (see [11], [30], [48], [57] and [59] for further details). What may seem to be a recurring feature is that many such codes inherit the automorphism group of the graph and that they
are amenable to permutation decoding. A question that seems plausible to investigate is whether or not the codes generated by biadjacency matrices of the particular class of bipartite graphs that we consider in this thesis inherit any properties. We give an affirmative answer to this question and show that the minimum words of the codes in question are the rows of the biadjacency matrices. The codes also allow for partial permutation decoding.

In [36] codes from incidence matrices of some classes of bipartite graphs $\Gamma(n, k, l, i)$ are considered. In this thesis, using the construction method given in [36], we examine the codes defined by some classes of bipartite graphs. However, unlike in [36], instead of the full adjacency matrix of the graph as the generator of the code, we look at the biadjacency matrix. As far as we are aware, this is the first time that codes generated by the rows of biadjacency matrices of bipartite graphs are considered.

We start by considering some specific properties of the bipartite graphs $\Gamma(2k, k, k + 1, 1)$ followed by the construction of codes from the row span of the biadjacency matrices. In particular, we consider biadjacency matrices of order $\binom{2k}{k} \times \binom{2k}{k+1}$ and $\binom{2k}{k+1} \times \binom{2k}{k}$. These biadjacency matrices can also be viewed as incidence matrices of the 1-$\binom{2k}{k+1}$, $k$, $k+1$ and 1-$\binom{2k}{k}$, $k+1$, $k$-designs respectively, in which the blocks are the $\Omega^k$ vertices and the points the $\Omega^{k+1}$ vertices of the graph and vice-versa. We determine a basis and the minimum weight for the codes and their duals. In the case of the codes, we show that they are generated by minimum weight codewords.

Similarly, specific properties of the bipartite graphs $\Gamma(2k + 1, k, k + 2, 1)$ are explored. This is followed by the construction of binary codes from the row span of biadjacency matrices of these graphs. In particular, we consider biadjacency matrices of order $\binom{2k+1}{k} \times \binom{2k+1}{k+2}$ and $\binom{2k+1}{k+2} \times \binom{2k+1}{k}$. Again biadjacency matrices can be viewed as incidence matrices of the 1-$\binom{2k+1}{k+2}$, $k$, $k+2$ and 1-$\binom{2k+1}{k}$, $k+2$, $k$-designs respectively where for a set $\Omega$ of size $2k + 1$, the blocks are indexed by the $k$-subsets of $\Omega$ and the points by the $(k + 2)$-subsets in the first case, and vice-versa in the second. We determine the dimension and the minimum weight of the codes and their duals. In the case of both the codes and their duals, we show that they are generated by minimum weight codewords.

Let $\Omega$ be a non-empty set and $S_\Omega$ denote the set of permutations of the
set $\Omega$. If $\Omega = \{1, 2, \ldots, n\}$, $S_\Omega$ is written $S_n$. Chen and Lih [15] introduced uniform subset graphs. Let $n, k$ be positive integers such that $n \geq 2k$, and $r$ a non-negative integer with $r < k$. The uniform subset graph denoted $\Gamma(n, k, r)$, is defined as the graph whose vertex-set is $\Omega^{(k)}$, the set of all the $k$-subsets of $\Omega$ with adjacency defined by any two $k$-subsets meeting in $r$ elements of $\Omega$, where $0 \leq r \leq k - 1$. Since $S_n$ is $k$-transitive for all $k \leq n$ and preserves the size of intersection sets, it is easy to see that uniform subset graphs are vertex-transitive.

However, it is surprisingly difficult to determine their full automorphism groups. Amongst the many classes of uniform subset graphs it has only been determined that $\text{Aut}(\Gamma(2k+1, k, 0))$, the automorphism group of the so called Odd graphs, is $S_{2k+1}$, and more recently, Ramras and Donovan [85] proved that $\text{Aut}(\Gamma(n, k, k - 1))$, $n \neq 2k$ coincides with $S_n$. Further, they conjectured that $\text{Aut}(\Gamma(2k, k, k - 1)) \cong S_{2k} \times <T>$, where $T$ is the complementation map $X \mapsto T(X) = X^c = \{1, 2, \ldots, 2k\} \setminus X$, and $X \in \Omega^{(k)}$.

As part and parcel of determining salient properties of the graph $\Gamma(2k, k, 1)$, we consider the automorphism group of the graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$. In order to determine the automorphism groups of the graphs in question, we employ the strategy of Hofmeister [51]. He determines the automorphism group of a graph cover by first looking at the quotient (folded) graph. The key observation in analysing the automorphism group of the cover is in understanding the interplay between automorphisms of the cover and their corresponding quotient. We determine the automorphism groups of the uniform subset graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ and show that $\text{Aut}(\Gamma(2k, k, k - 1)) = \text{Aut}(\Gamma(2k, k, 1)) \cong S_{2k} \times S_2$.

Determining codes generated by the row span of adjacency matrices of graphs has been a fruitful enterprise (see [28, 29, 30, 33, 34, 47, 48, 58] for further details). Many of the codes generated by strongly regular graphs have been amenable to decoding (see [45, 57, 63, 73] for further details). In some cases, relatively small PD sets have been obtained (see [45, 63] for further details).

One would expect that non-isomorphic graphs would always generate non-isomorphic codes, considering that an adjacency matrix of a graph describes
the graph up to isomorphism. It is surprising that that is not the case. By determining a basis for the binary code generated by the row span of an adjacency matrix of $\Gamma(2k, k, 1)$, we show that the code coincides with that generated by an adjacency matrix of the Johnson graph $\Gamma(2k, k, k - 1)$. We then show that adjacency matrices of $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ are equivalent and hence the codes from their row span coincide. We further prove for the general case that the codes generated by an adjacency matrix of $\Gamma(2k, k, i)$ and $\Gamma(2k, k, k - i)$ for $i \neq 0, \frac{k}{2}$, coincide, despite the graphs being non-isomorphic.

In another context, $\Gamma(2k, k, 1)$ can be described as a graph obtained by the method of Key and Moori [61, Proposition 1]. In that context, the group is $S_{2k}$, and $G_\alpha$ is the maximal subgroup $S_k \times A_k$. In view of the symmetries involved, it was anticipated that the codes would be amenable to permutation decoding.

The biadjacency matrices of the bipartite graphs $\Gamma(2k, k, k + 1, 1)$ and $\Gamma(2k+1, k, k+2, 1)$ (at lower level) are identified as sub-graphs of the uniform subset graph $\Gamma(2k, k, 1)$. Because of this relationship, before we explore the codes from $\Gamma(2k, k, 1)$ we deal with the codes from the sub-graphs which are the sub-codes of the code from $\Gamma(2k, k, 1)$. It follows immediately that the codes from biadjacency matrices of the bipartite graphs $\Gamma(2k, k, k + 1, 1)$ and $\Gamma(2k + 1, k, k + 2, 1)$ (at a lower level) are sub-codes of the code from the maximal subgroup of alternating group $A_{2k}$.

Codes obtained from permutation representation of finite groups have been given particular attention by some authors (see [61], [62], [86] for further details).

The primitive action of the simple alternating group $A_{2k}$, $k \geq 2$, provides an alternative perspective on the construction of graphs, designs and codes from the maximal groups.

The stabilizer of $X \in \Omega^{(k)}$ in the action of a group $H$ on $\Omega^{(k)}$, is the set-wise stabilizer $H_X$ in the action of $H$ on $\Omega$. We denote the point-wise stabilizer by $H_X^\prime$. It is clear that $H_X^\prime \leq H_X$. The permutation representation of $H_X$ with respect to its action on $X$ defines a homomorphism of $H_X$ into the symmetric group $S_X \cong S_k$ which has as its kernel $H_X^\prime$, and hence the factor group $H_X/H_X^\prime$ is isomorphic to a subgroup of $S_k$. Since the action of
any odd permutation in $S_{2k}$ on a $k$-subset can be mimicked by a permutation in $A_{2k}$, the orbits of $(S_{2k})_X$ and $(A_{2k})_X$ are identical. Hence it is sufficient to consider the stabilizer in $A_{2k}$, rather than in $S_{2k}$ which is a larger group.

The rank of $\Omega^{(k)}$ is the number of orbits of $H_X$, for any $X \in \Omega^{(k)}$. The primitive action of $A_{2k}$ on $\Omega^{(k)}$ is transitive. The stabilizer of a point denoted by $(A_{2k})_X$, for $X \in \Omega^{(k)}$, in the action of $A_{2k}$ on $\Omega^{(k)}$ is maximal.

In studies done on codes from adjacency matrices $A$ of classes of graphs or from $A + aI + bJ$ where $I$ and $J$ are the identity and all-one matrices respectively and $a, b$ are integers (see [11], [30], [48], [59] and [57] for further details), it is shown that the codes do not seem to have any uniform properties as regards their dimension, minimum weight or minimum words.

In this thesis, we also focus on codes from the row span of an adjacency matrix $A = A_1 + A_2$ of a graph $\Gamma(2k, k, i), i \in \{1, k - 1\}$, where $A_1$ is an adjacency matrix of the Johnson graph $\Gamma(2k, k, k - 1)$ and $A_2$ one of $\Gamma(2k, k, 1)$. We determine a basis for the new code and we also determine its minimum weight and show that it is equal to twice the minimum weight of the code generated by an adjacency matrix of $\Gamma(2k, k, k - 1)$ in all the cases. The results obtained are interesting as they show that we can combine graphs to produce a graph that generates a code that has double the minimum weight of the original code while maintaining its length with half or less the size of the basis.

### 1.1 Outline of the thesis

We begin by presenting preliminaries related to codes, graphs and designs in Chapter 2. The material is standard: however, to aid the discussion, we have given a lot of results in terms of theorems, lemmas, and propositions.

In Chapter 3, we start by considering some specific properties of the bipartite graphs $\Gamma(2k, k, k + 1, 1)$, followed by the construction of codes from the row span of the biadjacency matrices. The specific properties of the graphs are proved. We examine further the codes constructed from biadjacency matrices of these graphs. More attention is given to determining the parameters of the codes and a basis for the codes. We also consider permutation decoding. Complete proofs are given for the new results presented.
1.2. Papers from this thesis

In Chapter 4, we start by considering some specific properties of the bipartite graphs $\Gamma(2k+1, k, k+2, 1)$, followed by the construction of binary codes from the row span of their biadjacency matrices. We complete the rest of the results following the same pattern and arguments used in Chapter 3.

In Chapter 5, we explore the automorphism groups of graph covers and uniform subset graphs $\Gamma(2k, k, k-1)$ and $\Gamma(2k, k, 1)$. This answers the conjecture posed by Ramras and Donovan in [85]. In order to determine the automorphism groups of the graphs in question, we employ the Hofmeister [51] strategy. He determines the automorphism group of graph cover by first looking at the quotient (folded) graph. The key observation in analysing the automorphism group of the cover is in understanding the interplay between automorphisms of the cover and their corresponding quotient.

In Chapter 6, we argue through a series of results, that non-isomorphic graphs may generate equal codes. We first determine some pertinent properties of the graphs $\Gamma(2k, k, i), i = 1, k-1$. In turn, we focus on the binary codes generated by adjacency matrices of $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k-1)$ and show that they are equal. In general, we show that binary codes generated by adjacency matrices of $\Gamma(2k, k, i)$ and $\Gamma(2k, k, k-i)$ for $i \neq 0, \frac{k}{2}$, coincide, in spite of the fact that the graphs are non-isomorphic.

Finally in Chapter 7, we focus on codes from the row span of an adjacency matrix $A = A_1 + A_2$ of a graph $\Gamma(2k, k, i), i \in \{1, k-1\}$, where $A_1$ is an adjacency matrix of the Johnson graph $\Gamma(2k, k, k-1)$ and $A_2$ is an adjacency matrix of $\Gamma(2k, k, 1)$. The codes have interesting properties and parameters.

The thesis ends with a conclusion in Chapter 8, where a synopsis of the whole thesis has been considered and the highlight is a statement of open problems or further related work.

1.2 Papers from this thesis

The following papers were prepared from the work presented in this thesis.

2. W. Fish, N. B. Mumba, E. Mwambene and B. G. Rodrigues, Binary codes and partial permutation decoding sets from biadjacency matrices of the bipartite graphs \( \Gamma(2k+1, k, k+2, 1) \), *Graphs Combin.*, 33 (2017), 357–368.

3. W. Fish, N. B. Mumba, E. Mwambene and B. G. Rodrigues, Binary codes and partial permutation decoding sets from biadjacency matrices of the bipartite graphs \( \Gamma(2k, k+1, 1) \). *In preparation.*


5. W. Fish, N. B. Mumba, E. Mwambene and B. G. Rodrigues, Codes from generalised uniform subset graphs \( \Gamma(2k, k, i) \) for \( i \in \{1, k-1\} \). *In preparation.*
Chapter 2

Preliminaries

In this chapter we present terminology, notation and an overview of known results related to graphs, designs and codes which are needed later in the thesis for reference purposes. For more detailed and additional information the reader may consult [7, 9, 13, 18, 23, 43, 44, 52, 57, 59, 63, 64, 67, 70, 77, 78, 93] and [96].

2.1 Graphs

In this section we introduce some general notions about graphs.

Definition 2.1. A graph is a pair $\Gamma = (V,E)$ of sets such that $E \subseteq V^{(2)}$, i.e. elements of $E$ are subsets of $V$ of size 2. $V$ is the vertex-set of $\Gamma$ and $E$ is its edge-set.

If $e = \{u,v\} \in E(\Gamma)$ then $u$ and $v$ are adjacent. Two vertices which are incident with a common edge are adjacent, as are two edges which are incident with a common vertex. Two distinct adjacent vertices are said to be neighbours. The set of neighbours of a vertex $v$ in $\Gamma$ is denoted $N_{\Gamma}(v)$.

Definition 2.2. Let $\Gamma$ be a graph. The degree or valency of a vertex is the number of edges incident with it. If all the vertices of $\Gamma$ are incident with the same number of edges, then $\Gamma$ is regular, and its valency is the valency of each vertex.
A graph $\Gamma$ is **strongly regular** with parameters $(n, k, \lambda, \mu)$ if it has $n$ vertices, its valency is $k$, any two adjacent vertices are commonly adjacent to $\lambda$ vertices, and any two non-adjacent vertices are commonly adjacent to $\mu$ vertices.

**Definition 2.3.** A **walk** in a graph is a sequence $v_0, v_1, \ldots, v_k$ of vertices such that $\{v_{i-1}, v_i\}$ is an edge for $1 \leq i \leq k$; $k$ is the length of the walk. A walk is called a **trail** if all the edges appearing in it are distinct. It is closed if $v_0 = v_k$. If all its vertices are distinct then a walk is called a **path**.

A graph is **connected** if there is a path joining every pair of vertices. A **cycle** is a closed trail with no repeated vertices other than the starting and ending vertices. By an $n$-cycle is meant a cycle containing $n$ vertices. A **Hamiltonian cycle** is a cycle that goes through every vertex exactly once. A **Hamiltonian graph** is a graph with a Hamiltonian cycle. An **Euler tour** in a graph is a closed walk which traverses every edge exactly once. A graph is **Eulerian** if it admits an Euler tour.

A **subgraph** $\Gamma' = (V', E')$ of $\Gamma = (V, E)$ is a graph with $V' \subseteq V$ and $E' \subseteq E$.

Let $\Omega$ be a non-empty set. A **complete graph** $K_\Omega$ is a graph on $\Omega$ in which every pair of distinct vertices is adjacent. If $\Omega = \{1, \ldots, n\}$ then $K_\Omega$ is denoted $K_n$. A graph with $n$ vertices has at most $\binom{n}{2}$ edges, the number of edges of $K_n$. A complete subgraph of a given graph is called a **clique**. The complement $\overline{\Gamma}$ of a given graph $\Gamma = (V, E)$ is the graph on $V$ such that two vertices are adjacent if and only if they are not adjacent in $\Gamma$.

**Definition 2.4.** Let $\Gamma$ be a graph. Then $\Gamma$ is $t$-connected if and only if a minimum number of $t$ vertices need to be removed from $\Gamma$ to result in a disconnected graph or a trivial graph.

**Definition 2.5.** In a connected graph, the **distance** between any two vertices $u, v$ denoted $d(u, v)$, is the number of edges in a shortest path connecting them.

The notion of distance allows us to define the eccentricity of a vertex, the diameter of a graph and whether a graph is distance-regular. These will be used in discussing our results in the chapters that follows.
Definition 2.6. Let Γ be a graph. Then the eccentricity of a vertex $u$ in Γ, denoted $\epsilon(u)$, is defined by

$$\epsilon(u) := \max_{v \in V(\Gamma)} d(u, v).$$

Definition 2.7. Let Γ be a graph. Then the diameter of Γ, denoted diam(Γ), is defined by

$$\text{diam}(\Gamma) := \max_{v \in V(\Gamma)} \epsilon(v).$$

Definition 2.8. A graph is distance-regular if for any two vertices $u$ and $v$ such that $d(u, v) = i$, the number of vertices $w$ such that $d(u, w) = j$ and $d(w, v) = k$, is independent of $u$ and $v$.

The following are well-known results which give the relationship between the degrees of the vertices of a graph and the number of its edges.

Theorem 2.9. [9, Theorem 1.1] The sum of the degrees of all the vertices of a graph is equal to twice the number of edges of the graph.

Corollary 2.10. [96, Corollary 1.3.6] A graph with $n$ vertices and valency $k$ has $\frac{nk}{2}$ edges.

2.1.1 Graph homomorphisms

Graph homomorphisms are used to characterise graphs. A homomorphism from $\Gamma_1$ to $\Gamma_2$ is a mapping $\alpha : V(\Gamma_1) \rightarrow V(\Gamma_2)$ such that $\{u, v\} \in E(\Gamma_1)$ implies that $\{\alpha(u), \alpha(v)\} \in E(\Gamma_2)$. If $\alpha$ is injective then it is an embedding.

Definition 2.11. Let $\Gamma_1 = (V_1, E_1)$ and $\Gamma_2 = (V_2, E_2)$. Then $\Gamma_1$ and $\Gamma_2$ are isomorphic if there exists a bijection $\alpha : V_1 \rightarrow V_2$ such that for all $u, v \in V_1$, $\{u, v\} \in E_1$ if and only if $\{\alpha(u), \alpha(v)\} \in E_2$. We call the mapping $\alpha$ an isomorphism. If $\Gamma_1$ and $\Gamma_2$ are isomorphic, it is denoted $\Gamma_1 \cong \Gamma_2$, otherwise it is written $\Gamma_1 \not\cong \Gamma_2$.

Two graphs $\Gamma_1$ and $\Gamma_2$ are edge-isomorphic if there exists a bijection $\sigma$ between their edge-sets that preserves adjacency of edges, i.e $\sigma : E(\Gamma_1) \rightarrow E(\Gamma_2)$ is an edge-isomorphism if edges $e$ and $f$ are adjacent in $\Gamma_1$ if and only if
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\( \sigma(e) \) and \( \sigma(f) \) are adjacent in \( \Gamma_2 \). Since every edge is defined by two vertices, an isomorphism between two graphs induces an edge-isomorphism. However, the existence of an edge-isomorphism \( \sigma \) does not imply the existence of an isomorphism \( \alpha \) from \( \Gamma_1 \) to \( \Gamma_2 \) that induces \( \sigma \). Whitney \cite{Whitney} proved that, with only four exceptions, edge isomorphisms between finite connected graphs are induced by graph isomorphisms. Exceptional cases have been illustrated by Hemminger \cite{Hemminger}. We now state Whitney’s \cite{Whitney} result as deduced from Hemminger \cite{Hemminger}.

**Theorem 2.12.** [\cite{Hemminger} Theorem 1] Let \( \Gamma_1 \) and \( \Gamma_2 \) be connected graphs. Let \( \alpha \) be a one-to-one function from the edge-set of \( \Gamma_1 \) into the edge-set of \( \Gamma_2 \). Then \( \alpha \) is induced by an isomorphism of \( \Gamma_1 \) onto \( \Gamma_2 \) if and only if \( \alpha \) and \( \alpha^{-1} \) preserve stars.

We now deal with the concept of an automorphism of a graph.

**Definition 2.13.** Let \( \Gamma \) be a graph. Then an automorphism \( \alpha \) of \( \Gamma \) is a permutation of the vertices such that \( \{u, v\} \in E(\Gamma) \) if and only if \( \{\alpha(u), \alpha(v)\} \in E(\Gamma) \). The set of automorphisms of \( \Gamma \), denoted \( \text{Aut}(\Gamma) \), forms a group under composition.

An automorphism of \( \Gamma \) is thus a permutation on its vertices which preserves its edges. Hence \( \text{Aut}(\Gamma) \) is a subgroup of the symmetric group of all the permutations of the vertex set \( V(\Gamma) \).

A stronger property which involves the automorphism group of a graph is that of distance-transitivity, which is defined as follows.

**Definition 2.14.** Let \( \Gamma \) be a graph. Then \( \Gamma \) is distance-transitive if and only if for any vertices \( s, t, u, v \) such that \( d(s, t) = d(u, v) \), there exists \( \sigma \in \text{Aut}(\Gamma) \) such \( \sigma(s) = u \) and \( \sigma(t) = v \).

Edge- and vertex-transitivity are defined analogously, and are implied by distance-transitivity.

At the core of the construction in this thesis are two matrices associated with graphs. These matrices provide the link between graphs, designs and codes.
Definition 2.15. Let $\Gamma$ be a graph with $n$ vertices, $m$ edges. An incidence matrix $A$ of $\Gamma$ is an $n \times m$ matrix $A = [a_{ij}]$ whose $n$ rows correspond to the $n$ vertices and $m$ columns to the $m$ edges such that:

\[
a_{ij} = \begin{cases} 
1 & \text{if the } i^{th} \text{ vertex is incident with the } j^{th} \text{ edge } m_j; \\
0 & \text{otherwise.}
\end{cases}
\]

It is also called a vertex-edge incidence matrix.

Definition 2.16. Let $\Gamma$ be a graph with $n$ vertices. The adjacency matrix $B$ of $\Gamma$ is an $n \times n$ matrix $B = [b_{ij}]$ whose $(i,j)$ entry is given by:

\[
b_{ij} = \begin{cases} 
1 & \text{if the } i^{th} \text{ vertex is connected to the } j^{th} \text{ vertex;} \\
0 & \text{otherwise.}
\end{cases}
\]

Note that an adjacency matrix is symmetric.

These matrices can be used to generated codes. In this thesis, we use adjacency matrices and in other cases sub-matrices of adjacency matrices in the generation of the codes.

2.1.2 Bipartite graphs

We also consider codes from some classes of bipartite graphs in this thesis. The codes considered are generated by the row span of part of the adjacency matrix (biadjacency matrix) of the graph.

A graph $\Gamma = (V, E)$ is bipartite if $V$ can be partitioned into two non-empty sets $X$ and $Y$ such that each edge $e = \{x, y\}$ of $\Gamma$ has the property that $e \cap X$ and $e \cap Y$ are non-empty. The pair $(X, Y)$ is a bipartition of the graph. A bipartite graph with bipartition $(X, Y)$ is denoted $\Gamma(X, Y)$.

Definition 2.17. Let $n, k, l$ be positive integers and $i$ a non-negative integer. Let $n \geq k, l$ and $k, l \geq i$. Define a bipartite graph $\Gamma(n, k, l, i)$ by

\[
V(\Gamma(n, k, l, i)) = \Omega^{(k)} \cup \Omega^{(l)};
\]

\[
\{x, y\} \in E(\Gamma(n, k, l, i)) \iff |x \cap y| = i, \text{ where } x \in \Omega^{(k)}, y \in \Omega^{(l)}. \tag{2.1}
\]

If each vertex $x \in \Omega^{(k)}$ is adjacent to all vertices of $\Omega^{(l)}$ then $\Gamma(n, k, l, i)$ is a complete bipartite graph. A complete bipartite graph $\Gamma(X, Y)$ such that $|X| = m$ and $|Y| = n$ is denoted $K_{m,n}$. The graph $K_{1,n}$ is called a star.
Some of the properties of bipartite graphs are that a connected bipartite graph has a unique bipartition and a bipartite graph without isolated vertices and with \( t \) connected components has \( 2^{t-1} \) bipartitions (see also [3]).

It is easy to show that even cycles are also bipartite, but that odd cycles are not. In fact, this observation, slightly generalized, forms the criterion for a graph to be bipartite.

**Proposition 2.18.** [3, Proposition 1.6.1] A graph is bipartite if and only if it has no odd cycle.

A similar argument gives the following corollary.

**Corollary 2.19.** [3, Corollary 2.1.4] A connected graph \( \Gamma \) is bipartite if and only if for every vertex \( v \) there is no edge \( \{x, y\} \) with \( d(v, x) = d(v, y) \).

There are many characterisations of bipartite graphs, and therefore many algorithmic ways to recognise them. Corollary 2.19 gives rise to one such algorithm: choose a vertex \( v \in V(\Gamma) \) and consider the level representation of \( \Gamma \) with respect to \( v \). If each \( N_{\Gamma}(v) \) spans no edges then \( \Gamma \) is bipartite, otherwise \( \Gamma \) is not bipartite. The following is a variation of Theorem 2.18.

**Corollary 2.20.** [3, Corollary 2.1.5] A graph \( \Gamma \) is bipartite if and only if it contains no closed walk of odd length.

**Proof.** Since an odd cycle is also an odd walk the condition is certainly sufficient. Thus it suffices to show that a bipartite graph contains no closed walk of odd length. Let \( \Gamma \) be bipartite and \( W = v_0v_1v_2 \cdots v_kv_0 \) be a closed walk in \( \Gamma \). Consider the level representation of \( \Gamma \) with respect to \( v_0 \). We define the sequence \( \alpha_1, \alpha_2, \ldots, \alpha_{k+1} \) by

\[
\alpha_i = \begin{cases} 
1 & \text{if } 1 \leq i \leq k \text{ and the level of } v_{i-1} \text{ is less than the level of } v_i; \\
0 & \text{otherwise.}
\end{cases}
\]

Then, since \( W \) is closed, the sequence must contain equal numbers of 1’s and 0’s, and hence must be of even length. Therefore, \( W \) is also of even length.

\[\square\]
Obviously, a graph could yield several different adjacency matrices if the vertices are arranged in different orders, but there are a few common configurations worth mentioning. The adjacency matrix of a bipartite graph is conveniently represented with each partition ordered consecutively so that it forms a block matrix defined by the partition. An adjacency matrix $A$ of a bipartite graph whose partitions have $p$ and $q$ vertices could be expressed as

$$A = \begin{pmatrix} 0_{p \times p} & B \\ B^T & 0_{q \times q} \end{pmatrix},$$

where $B$ is a $p \times q$ matrix and $0$ represents the zero matrix. The sub-matrix $B$ is called a biadjacency matrix. In our consideration, for a bipartite graph $\Gamma(n, k, l, i)$, when we speak of a biadjacency matrix $B$ we mean that we have chosen a sub-matrix with the rows indexed by $\Omega^k$ and the columns by $\Omega^l$.

Let $n, k, l$ be positive integers and $i$ a non-negative integer. Let $n \geq k, l$ and $k, l \geq i$. The bipartite graph $\Gamma(n, k, l, i)$ has $(n^k) + (n^l)$ vertices. The degree of each vertex in $\Omega^k$ is $\binom{k}{i} \binom{n-k-l-i}{l-i}$ and that in $\Omega^l$ is $\binom{l}{i} \binom{n-l-k-i}{k-i}$. The graph has $\binom{n}{k} \binom{n-k}{l-i}$ edges.

Lemma 2.21 states whether given bipartite graphs are isomorphic.

**Proposition 2.21.** [36, Lemma 4.1, p. 1826] For $n > k$, $\Gamma(n, k, l, i) \cong \Gamma(n, n-k, l, l-i)$.

**Proof.** The congruence comes from the correspondence $u \mapsto u^c$ (the complement of $u$ in $\Omega$) for $u \in \Omega^k$, and $v \mapsto v$ for $v \in \Omega^l$, since $\{u, v\}$ is an edge in $\Gamma(n, k, l, i)$ if and only if $\{u^c, v\}$ is an edge in $\Gamma(n, n-k, l, l-i)$. □

### 2.1.3 Uniform subset graphs

In this section we will give a brief account of uniform subset graphs as it appears in the literature. Some of their fundamental properties will also be described. Finally, their relationship to vertex-transitive graphs in general will be explored.

We first define generalised uniform subset graph.

**Definition 2.22.** Let $n, k$ be positive integers, $I \subseteq \{0, 1, 2, \ldots, k-1\}$ such that $n \geq 2k$. Let $\Omega = \{1, 2, \ldots, n\}$ and $\Omega^k$ the set of all $k$-subsets of $\Omega$. A
generalised uniform subset graph $\Gamma(n, k, I)$ is defined by

$$V(\Gamma(n, k, I)) = \Omega^{(k)};$$

$$\{x, y\} \in E(\Gamma(n, k, I)) \iff |x \cap y| \in I, \text{ where } x, y \in \Omega^{(k)}.$$  

We now define uniform subset graphs.

**Definition 2.23.** Let $n, k$ be positive integers such that $n \geq 2k$, and $i$ a non-negative integer with $i < k$. Let $\Omega = \{1, 2, \ldots, n\}$ and $\Omega^{(k)}$ the set of all $k$-subsets of $\Omega$. A uniform subset graph $\Gamma(n, k, i)$ is defined by

$$V(\Gamma(n, k, i)) = \Omega^{(k)};$$

$$\{x, y\} \in E(\Gamma(n, k, i)) \iff |x \cap y| = i, \text{ where } x, y \in \Omega^{(k)}.$$  

The uniform subset graphs constitute a large class of graphs. Some of the well-known uniform subset graphs are the class $\Gamma(n, k, k - 1)$ known as the Johnson graphs, of which the class $\Gamma(n, 2, 1)$ known as the Triangular graphs is a subclass. The other class that has featured prominently is $\Gamma(n, k, 0)$ known as the Kneser graphs. The subclass of Kneser graphs $\Gamma(2k + 1, k, 0)$ is the so called Odd graphs.

Lemma 2.24 states whether given uniform subset graphs are isomorphic.

**Proposition 2.24.** [28 Lemma 4.1.1] For $n \geq k \geq i, \Gamma(n, k, i) \cong \Gamma(n, n - k, n - 2k + i)$.

**Proof.** For $u \in \Omega^{(k)}$, define a function $f : \Omega^{(k)} \rightarrow \Omega^{(n-k)}$ by

$$f(u) = \Omega \setminus u.$$  

If $[u, v]$ is an edge in $\Gamma(n, k, i)$ then $|u \cap v| = i$ by definition, and so

$$|f(u) \cap f(v)| = |(\Omega \setminus u) \cap (\Omega \setminus v)|$$

$$= |\Omega \setminus (u \cup v)|$$

$$= n - |u \cup v|$$

$$= n - (2k - i)$$

$$= n - 2k + i.$$  

Hence $[f(u), f(v)]$ is an edge in $\Gamma(n, n - k, n - 2k + i)$, and since $f$ is clearly a bijection, the result follows. 

\[ \square \]
We now give some basic properties of uniform subset graphs.

**Proposition 2.25.** [28, Proposition 4.1.1] For \( n \geq k \geq i \), the following hold for \( \Gamma(n, k, i) \).

(a) \( \Gamma(n, k, i) \) has \( \binom{n}{k} \) vertices.

(b) \( \Gamma(n, k, i) \) is regular and each vertex has valency \( \binom{k}{i} \binom{n-k}{k-i} \).

(c) \( \Gamma(n, k, i) \) is not strongly regular.

**Proof.** (a) The number of vertices of \( \Gamma(n, k, i) \) is just the number of \( k \)-subsets of \( \Omega = \{1, 2, 3, \ldots, n\} \) of which there are \( \binom{n}{k} \).

(b) Suppose that \( u \) is a vertex of \( \Gamma(n, k, i) \). Any vertex \( v \) adjacent to \( u \) consists of any \( i \) of the \( k \) elements of \( u \), as well as any \( k - i \) elements of \( \Omega \setminus u \). Hence \( u \) has valency \( \binom{i}{k} \binom{n-k}{k-i} \).

(c) Suppose that \( u = \{x_1, x_2, x_3, \ldots, x_i, x_{i+1}, \ldots, x_k\} \) and \( v = \{x_1, x_2, x_3, \ldots, x_i, x_{k+1}, \ldots, x_{2k-i}\} \) are vertices of \( \Gamma(n, k, i) \) having \( i \) elements in common. Then \( u \) and \( v \) are adjacent, and any vertex commonly adjacent to \( u \) and \( v \) consists either of \( \{x_1, x_2, x_3, \ldots, x_i\} \) and \( k - i \) elements of \( \Omega \setminus (u \cup v) \), or of \( i - 1 \) elements of \( \{x_1, x_2, x_3, \ldots, x_i\} \), one each of \( \{x_{i+1}, x_{i+2}, \ldots, x_k\} \) and \( \{x_{k+1}, x_{k+2}, \ldots, x_{2k-i}\} \) and \( k - i \) elements of \( \Omega \setminus (u \cup v) \), or \( i - 2 \) elements of \( \{x_1, x_2, x_3, \ldots, x_i\} \), and so on. Hence \( u \) and \( v \) are commonly adjacent to \( \sum_{j=0}^{i} \binom{i}{j} \binom{k-i}{j} \binom{n-2k+i}{k-i-j} \) vertices. However, if any two vertices \( u \) and \( v \) are not adjacent and \( i \neq 0 \) nor \( 1 \), then \( u \) and \( v \) are commonly adjacent to \( \binom{k}{i} \binom{n-2k}{k-2i} \) vertices if \( |u \cap v| = 0 \), and to \( \binom{k-1}{i-1} \binom{n-2k+i}{k-2i+1} + \binom{k-1}{i} \binom{n-2k+i}{k-2i} \) vertices if \( |u \cap v| = 1 \). Hence \( \Gamma(n, k, i) \) is not strongly regular.

**Proposition 2.26.** [28, Proposition 4.2.3] For \( n \geq k \geq i \), \( \Gamma(n, k, i) \) is distance-transitive.

From 2.26 it follows that uniform subset graphs are vertex- and edge-transitive.

The next property deals with the connectivity of \( \Gamma(n, k, i) \).
Proposition 2.27. [28 Proposition 4.2.5] For \( n \geq k \geq i \), \( \Gamma(n,k,i) \) is \( \binom{k}{i} \binom{n-k}{k-i} \)-connected.

Lemma 2.28 and Theorem 2.29 below expresses a direct relationship between the maximum distance between any two vertices and the size of their intersection. This consequently determines the eccentricities of the vertices and the diameters of some classes of uniform subset graphs.

Lemma 2.28. [17 Lemma 3] Let \( k, i \) be positive integers with \( k > i \) and \( n = 2k - i \). Let \( \mathcal{V} \) denote the set of all the pairs \((u, v)\) with \( u, v \in V(\Gamma(n,k,i)) \) and \( |u \cap v| = x > i \). Then

\[
d(u, v) = \min \left\{ 2\left\lceil \frac{k - x}{i} \right\rceil, 2\left\lceil \frac{x - i}{i} \right\rceil + 1 \right\}. \quad (2.2)
\]

Theorem 2.29. [17 Theorem 5] Let \( k, i \) be positive integers with \( k > i \) and \( n = 2k - i \). Then

\[
diam(\Gamma(n,k,i)) = \left\lceil \frac{k - 1}{i} \right\rceil. \quad (2.3)
\]

2.2 Designs

This section is devoted to a summary of basic results and concepts from the theory of designs. These can be found in [4].

We discuss basic concepts from design theory needed in our development of the use of linear codes as an aid in classifying designs. We restrict our attention to finite structures. Thus whenever a set, group or other mathematical structure is mentioned the reader should assume it to be finite.

The most basic structure of the theory is a finite incidence structure which we denote by \( \mathcal{D} = (\mathcal{P}, \mathcal{B}, \mathcal{I}) \), and which consists of two disjoint finite sets \( \mathcal{P} \) and \( \mathcal{B} \), and subset \( \mathcal{I} \) of \( \mathcal{P} \times \mathcal{B} \). The members of \( \mathcal{P} \) are called points and are generally denoted by lower-case Roman letters; the members of \( \mathcal{B} \) are called blocks and are generally denoted by upper-case Roman letters. If the ordered pair \((p, B)\) is in \( \mathcal{I} \) we say that \( p \) is incident with \( B \) or that \( B \) contains the point \( p \), or that \( p \) is on \( B \). The pair \((p, B)\) is called a flag if it is in \( \mathcal{I} \), and an anti-flag if it is not.

We consider incidence structures with a particular degree of regularity. If the degree of regularity is emphasized, we call these \( t \)-designs.
2.2. Designs

**Definition 2.30.** An incidence structure $D = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ is a $t-(v, k, \lambda)$ design, or simply a $t$-design, where $t, v, k$ and $\lambda$ are non-negative integers, if:

(i) $|\mathcal{P}| = v$;

(ii) every block $B \in \mathcal{B}$ is incident with precisely $k$ points;

(iii) every $t$ distinct points are together incident with precisely $\lambda$ blocks.

We speak of a $t$-design provided that $|B|$, the cardinality of a subset $B$ of $\mathcal{P}$, is $k$ for every subset $B \in \mathcal{B}$ and that for every subset $T$ of $\mathcal{P}$ of cardinality $t$, $|\{B \in \mathcal{B} \mid B \supseteq T\}| = \lambda$. Thus the blocks all have the same cardinality and every $t$-subset (i.e a subset of cardinality $t$) is contained in the same number of blocks.

The non-negative integers $t, v, k$ and $\lambda$ are referred to as the parameters of the design and we will sometimes refer to a $t-(v, k, \lambda)$ design as “the design with parameters $t-(v, k, \lambda)$”.

Various conditions are usually included to the definition to exclude degenerate cases. We assume that $\mathcal{P}$ and $\mathcal{B}$ are non-empty and $v \geq k \geq t$ (so $\lambda > 0$). A $t$-design with $\lambda = 1$ is called a Steiner system. The conditions of a design imply that each point is contained in the same number of blocks. Suppose that $t < k < v - t$. Then there is a $t-(v, k, \lambda)$ structure for some $\lambda$, in which not every set of $k$ points is incident with a block.

**Theorem 2.31.** [8, Theorem 3.2.2] A $t$-design $D$ is also an $s$-design, for $1 \leq s \leq t$. If the given design has parameters $t-(v, k, \lambda)$ then its parameters as an $s$-design are $s-(v, k, \lambda_s)$ where

$$\lambda_s = \lambda \cdot \frac{(v - s)(v - s - 1) \cdots (v - t + 1)}{(k - s)(k - s - 1) \cdots (k - t + 1)}.$$

**Definition 2.32.** A $2-(v, k, \lambda)$ design is called a symmetric design if the number of blocks is the same as the number of points.

A $t-(v, k, \lambda)$ design is said to be trivial if every set of $k$ points is incident with a block in which case the block set $\mathcal{B}$ has $\binom{v}{k}$ elements. Distinct blocks are said to be repeated if they are incident with the same set of points.

In this thesis we are dealing with non-trivial simple designs that do not have repeated blocks.
2.2. Designs

**Proposition 2.33.** [4, Proposition 4.2.1] If $D$ is a $t$-$(v, k, \lambda)$ design with $t \geq 3$ and with equally many points and blocks, then $D$ is trivial.

**Theorem 2.34.** [4, Proposition 4.2.1] For a block design $D = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ each element of $\mathcal{P}$ occurs in exactly $r$ blocks (the so called replication number) where

$$r(k - 1) = \lambda(v - 1) \quad \text{and} \quad bk = vr.$$

**Definition 2.35.** Let $D = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ and $D' = (\mathcal{P}', \mathcal{B}', \mathcal{I}')$ be incidence structures and let $\alpha$ be a bijection from $\mathcal{P} \cup \mathcal{B}$ to $\mathcal{P}' \cup \mathcal{B}'$. We say that $\alpha$ is an isomorphism from $D$ to $D'$ if $\alpha(\mathcal{P}) = \mathcal{P}'$ and $\alpha(\mathcal{B}) = \mathcal{B}'$ with $(p, B) \in \mathcal{I}$ if and only if $(\alpha(p), \alpha(B)) \in \mathcal{I}'$. It is an automorphism if $D = D'$.

**Definition 2.36.** Let $D = (\mathcal{P}, \mathcal{B}, \mathcal{I})$ be an incidence structure with $|\mathcal{P}| = v$ and $|\mathcal{B}| = b$. Let the points be labelled $\mathcal{P} = \{p_1, p_2, \ldots, p_v\}$ and the blocks $\mathcal{B} = \{B_1, B_2, \ldots, B_b\}$. An incidence matrix for $D$ is the $b \times v$ matrix $A = [a_{ij}]$ of 0’s and 1’s such that

$$a_{ij} = \begin{cases} 1 & \text{if } (p_j, B_i) \in \mathcal{I}; \\ 0 & \text{if } (p_j, B_i) \notin \mathcal{I}. \end{cases}$$

For a block $B_i \in \mathcal{B}$, its characteristic function is the vector

$$v^{B_i} = \sum_{(p, B_i) \in \mathcal{I}} v^\{p\},$$

where $v^\{p\}$ is a vector $(v_1, \ldots, v_p, \ldots, v_n)$ with $v_p = 1$ and $v_i = 0$ for all $i \neq p$. The vector $v^{B_i}$ will be called the incidence vector of the block $B_i$. In our construction, the incidence vectors are essentially the rows of the incidence matrices.

A neighbourhood design $D(\Gamma)$ of a regular graph $\Gamma$ with $n$ vertices and valency $r$ is the 1-$(n, r, r)$ symmetric design formed by taking the points to be the vertices of $\Gamma$ and each block consists of the neighbours of a given vertex.

Incidence matrices of the neighbourhood designs are also adjacency matrices of the graphs and the incidence vectors are rows of the matrices.

In an incidence design, the points are the edges of the graph and each block consists of the edges incident with a given vertex.
2.3 Codes

For primes $p$, a $p$-ary $[n, k, d]_p$ linear code $C$ is a $k$-dimensional subspace of $\mathbb{F}_p^n$, the vector space of $n$-tuples over $\mathbb{F}_p$. If $D$ is another code such that $D \subseteq C$, then $D$ is called a sub-code of $C$. The elements of $C$ are called codewords. The $j$-vector is the codeword consisting of 1’s in all its coordinate positions. The support of a codeword $c \in C$, denoted $\text{Supp}(c)$, is the set of coordinate positions $i$ such that $c_i$ is non-zero. The Hamming distance between two codewords is the number of coordinate positions in which they differ. The Hamming distance is usually referred to as the distance between two codewords. It defines a metric on the set of all sequences of length $n$ over an alphabet $F$. The minimum distance of a code $C$, denoted $d(C)$, is the minimum of the distances between any two distinct codewords in $C$. The Hamming weight of a codeword $c \in C$, denoted $\text{wt}(c)$, is defined as the number of its non-zero coordinate positions. Hence $\text{wt}(c) = |\text{Supp}(c)|$. The minimum weight of a code $C$, denoted $\text{wt}(C)$, is defined as the smallest of the Hamming weights of the non-zero codewords in $C$. A binary code is called doubly-even if the Hamming weight of each codeword is divisible by 4.

The relationship between the minimum weight and the minimum distance of a linear code is stated in Theorem 2.37 below.

**Theorem 2.37.** [75, Theorem 4.38] Let $C$ be a linear code over $\mathbb{F}_q$. Then $d(C) = \text{wt}(C)$.

Properties of a linear code are best described by its generator and parity check matrices. A generator matrix of a linear code $C$ is a matrix whose rows form a basis for the code. The dual of $C$ is the set $C^\perp$ of all vectors $v \in \mathbb{F}_p^n$ such that $(v, c) = 0$ for all codewords $c \in C$ where $(\cdot, \cdot)$ denotes the standard inner product in $\mathbb{F}_p^n$. A check matrix for $C$ is a generator matrix $H$ for $C^\perp$; the syndrome of a vector $y \in \mathbb{F}_q^n$ is $Hy^T$. $C$ is self-orthogonal if $C \subseteq C^\perp$, and self-dual if $C = C^\perp$. The hull of $C$, denoted $\text{Hull}(C)$, is the subspace $C \cap C^\perp$ of $\mathbb{F}_q^n$. The $j$-vector plays a role in determining the relationship between codes and their duals.
2.3.1 Error-detection and error-correction in codes

We formalise the meaning of an error-detecting and an error-correcting code, and we shall see the connection between the distance and the error detection and correction capabilities of the code.

Definition 2.38. Let \( s \in \mathbb{Z}^+ \). A code \( C \) is \( s \)-error-detecting if whenever at least one but at most \( s \) errors are made in any codeword, then the resulting word is not a codeword. A code \( C \) is exactly \( s \)-error-detecting if it is \( s \)-error-detecting but not \((s + 1)\)-error-detecting.

From this definition and that of the distance of a code, it is clear that a code of distance \( d \) can detect up to \( d - 1 \) errors. A more important definition for us is that of an error-correcting code.

Definition 2.39. Let \( t \in \mathbb{Z}^+ \). A code \( C \) is said to be exactly \( t \)-error-correcting if it is \( t \)-error-correcting but not \((t + 1)\)-error-correcting.

To help understand Definition 2.39, suppose a codeword \( v \) is transmitted and at most \( t \) errors are made. That is, we have that at most \( t \) components of the codeword are changed, resulting in a word \( w \). If the code is \( t \)-error-correcting, and since \( w \) is a distance of at most \( t \) from \( v \), then the distance from \( w \) to any other codeword is greater than \( t \). Therefore, \( v \) is the closest codeword to \( w \). We would correct \( w \) to \( v \), and thus recover the correct codeword.

We now show the relation between the distance and the error-correcting capability of a code. This is stated in Theorem 2.40 below.

Theorem 2.40. \([75, \text{Theorem 2.5.10}]\) Let \( C \) be a code with minimum distance \( d \). Then \( C \) is \( t \)-error-correcting for \( t = \lfloor (d - 1)/2 \rfloor \) but is not \((t + 1)\)-error-correcting.

Two codes are isomorphic if the one can be obtained from the other by permuting the coordinate positions. An automorphism of \( C \) is an isomorphism of \( C \) onto itself. The permutation automorphism group of a linear code \( C \) of length \( n \), denoted \( \text{Aut}(C) \), is a set of coordinate permutations \( \sigma \in S_n \) that map \( C \) to itself. Any code is isomorphic to a code with generator matrix in standard form, i.e. the form \([I_k|A]\); a check matrix is then
given by \([-AT|I_{n-k}]\). The first \(k\) coordinates in the standard form represent information positions and the last \(n-k\) coordinates form check positions. The identification of a basis for a code \(C\) implies the identification of a set of information positions for \(C\) since the coordinates and the basis words can be arranged so that a matrix of the form \([I_k|A]\) results.

The choice of information positions plays a crucial role in permutation decoding. This, in turn, entails the determination of a set of automorphisms of the code which may exploit the full error-correcting capability of the code. Permutation decoding uses a subset \(S\) of \(\text{Aut}(C)\), called a PD-set. For a \(t\)-error-correcting code, \(S\) should have the property that any set of \(t\) coordinate positions is mapped by at least one member of \(S\) into the check positions. Permutation decoding was first introduced by MacWilliams in [77]. See also [52] for an updated account on the topic. Among others, it has been used to decode codes from various classes of graphs (see [35], [57], [59] and [71]). An algorithm for permutation decoding is given in [52]. The minimum size of \(S\) is given by Gordon in [45] and it states as follows:

**Theorem 2.41.** [52, Theorem 10.2.2, p. 404, 45] If \(S\) is a PD-set for a \(t\)-error-correcting \([n, k, d]\) code \(C\), then

\[
|S| \geq \left\lceil \frac{n}{n-k} \left[ \frac{n-1}{n-k-1} \left[ \cdots \left[ \frac{n-t+1}{n-k-t+1} \cdots \right] \right] \right] \right\rceil .
\]

PD-sets that exploit the full error-correcting capability of the code may not even exist, and hence partial PD-sets may be resorted to. An \(s\)-PD-set for a \(t\)-error-correcting code maps any set of \(s \leq t\) coordinate positions into the check positions (see [28] and [30]).

### 2.4 Codes from designs

Codes constructed from designs have enriched the theory of designs in that new designs have been constructed and existing designs have been extended in some cases. Certain designs have been shown not to exist at all. It has been shown that not all codes yield designs [4].

The code \(C_{\mathcal{D}}\) of the design \(\mathcal{D}\) over the finite field \(\mathbb{F}\) is the space spanned by the incidence vectors of the blocks over \(\mathbb{F}\). If we take \(\mathbb{F}\) to be the prime
field $\mathbb{F}_p = \text{GF}(p)$, we write $C_p$ for $C_\mathbb{F}$, and refer to the dimension of $C_p$ as the $p$-rank of $\mathcal{D}$. The point-set of $\mathcal{D}$ is denoted by $\mathcal{P}$ and the block set by $\mathcal{B}$. If $\mathcal{Q}$ is any subset of $\mathcal{P}$, then we will denote the incidence vector of $\mathcal{Q}$ by $v^\mathcal{Q}$. Thus $C_\mathbb{F} = \langle v^B | B \in \mathcal{B} \rangle$ is a subspace of $\mathbb{F}^\mathcal{P}$, the full vector space of functions from $\mathcal{P}$ to $\mathbb{F}$. The length of the code is the cardinality of $\mathcal{P}$ and its dimension is the rank of the incidence matrix of the design $\mathcal{D}$.

2.5 Codes from graphs

An alternative method of constructing codes that have a rich structure and in most cases elucidate symmetry are codes from graphs with a high degree of regularity. In [20] it is shown how a binary code can be obtained directly from the edge-graph of the icosahedron. Through the construction of codes done in [20], we immediately get a natural basis for the code and also a simple description of all the codewords. It is also noted that this is a special case of a general method of constructing codes from graphs. It is demonstrated how a certain technique applied to adjacency matrices of graphs yields many interesting linear codes. The method is presented over an arbitrary finite field, although it is perhaps over the field of order 2 that the construction has its most natural geometric interpretation.

The incidence vector of a block $\mathcal{B}$ corresponding to a vertex $u$ of a graph is a vector

$$v^\mathcal{B} = \sum_{w \in N(u)} v^w$$

where $v^w$ is the standard vector in $\mathbb{F}_q^n$ with entry 1 in the $w$-indexed coordinate position. The vector $v^\mathcal{P}$ is the row of the adjacency matrix of the graph $\Gamma$ indexed by $u$.

For any prime $p$, the $p$-ary linear code $C_p(A)$ is the span over $\mathbb{F}_p$ of the rows of an adjacency matrix, $A$, of the graph $\Gamma$. Thus

$$C_p(A) = \langle v^\mathcal{P} | u \in V(\Gamma) \rangle.$$ 

$C_p(A)$ has length $n$, the number of vertices of the graph. Its dimension is the rank of $A$ over $\mathbb{F}_p$. 
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Similar constructions to those done in [11], [30], [48], [59] and [57] have been carried out in this thesis, and we dwell much on the concept of constructing codes from an adjacency matrix and also in some cases from a sub-matrix of an adjacency matrix.

2.5.1 Codes from adjacency matrices of uniform subset graphs \( \Gamma(n, k, i) \)

For the construction of the codes from the row span of an adjacency matrix of a uniform subset graph \( \Gamma(n, k, i) \), consider its adjacency matrix as an incidence matrix of the 1-design \( D = (P, B) \). We take \( P = \Omega^{(k)} \) as the point set. Each \( X \in \Omega^{(k)} \) has a block \( \overline{X} \) corresponding to it. The block is defined by

\[
\overline{X} = N(X) = \{ Y \in \Omega^{(k)} : |Y \cap X| = i \}.
\]

The block set \( B \) is given by

\[
B = \{ \overline{X} : X \in \Omega^{(k)} \},
\]

and the incidence vector of the block \( \overline{X} \) by

\[
v^{\overline{X}} = \sum_{|Y \cap X| = i} v^{Y}.
\] (2.5)

2.5.2 Codes from biadjacency matrices of bipartite graphs \( \Gamma(n, k, l, i) \)

For the construction of the codes from the row span of a biadjacency matrix of a bipartite graph \( \Gamma(n, k, l, i) \), consider its biadjacency matrix as an incidence matrix of a design. We take \( P = \Omega^{(l)} \) as the point set of the 1-design \( D = (P, B) \) in which each point \( X \in \Omega^{(k)} \) has a block \( \overline{X} \) corresponding to it. The block is defined by

\[
\overline{X} = N(X) = \{ Y \in \Omega^{(l)} : |Y \cap X| = i \}.
\]

The block set \( B \) is defined by
\( B = \{ X : X \in \Omega^{(k)} \} \).

The incidence vector associated with \( X \) is defined by

\[
v^X = \sum_{|Y \cap X| = i} v^Y.
\]

(2.6)

2.6 Transitivity, blocks and primitivity

The action of the alternating group \( A_n \) on \( k \) subsets of \( \Omega \) is both transitive and primitive. Moreover, it is \( k \)-transitive. We now present these concepts so as to fix notation and usage of vocabulary. The concepts are found in [24], [79] and [98].

If \( G \) is a group acting on a set \( \Omega \) and \( k \) is an integer with \( 1 \leq k \leq |\Omega| \), then we say \( G \) is \( k \)-transitive if \( G \) is transitive on \( \Omega^{(k)} \), the set of all the \( k \)-subsets of \( \Omega \).

We now extend the action of a group \( G \) on \( \Omega \) to subsets of \( \Omega \) by denoting \( B^x = \{ \beta^x | \beta \in G \} \) for each \( B \subseteq \Omega \). A non-empty subset \( \Delta \) of \( \Omega \) is called a block for \( G \) if for each \( x \in G \) either \( \Delta^x = \Delta \) or \( \Delta^x \cap \Delta = \emptyset \). Every group acting on \( \Omega \) has \( \Omega \) and the singletons \( \{ \alpha \}, \alpha \in \Omega \), as blocks. These blocks are called trivial blocks, otherwise any other blocks are called non-trivial.

We give the following definitions.

Definition 2.42. Let \( G \) act transitively on a set \( \Omega \). We say that the group is primitive if \( G \) has no non-trivial block on \( \Omega \). Otherwise \( G \) is imprimitive.

Definition 2.43. Let \( H \) be a subgroup of \( G \). \( H \) is called a maximal subgroup if there is no subgroup \( K \) with \( H < K < G \).

We now introduce a very important theorem. This theorem gives a link between the transitive primitive action of a group and its maximal subgroups. More precisely we have the following proposition.

Proposition 2.44. [98 Proposition 2.1] Suppose that the group \( G \) acts transitively on the set \( \Omega \), and let \( H \) be the stabiliser of \( \alpha \in \Omega \). Then \( G \) acts primitively on \( \Omega \) if and only if \( H \) is a maximal subgroup of \( G \).
The rank of a transitive permutation group $G$ on $\Omega$ is the number of orbits of $G$ in its action on $\Omega \times \Omega$. This is equal to the number of orbits of $G_\alpha$ on $\Omega$, for $\alpha \in G$.

\section{The O’Nan-Scott theorem}

This section is most important for the description of the maximal subgroups we are dealing with as we are considering the primitive action of $A_{2k}$ on $\Omega^{\{k\}}$.

The O’Nan-Scott theorem classifies the maximal subgroups of the alternating and symmetric groups. It says that every maximal subgroup of $S_n$ or $A_n$ is of a certain type. It does not state exactly what the maximal subgroups are, but it does provide the first step towards writing down the list of maximal subgroups of $A_n$ or $S_n$ for any particular reasonable value of $n$. The theorem is given by Wilson in \cite{98}.

\begin{theorem} \cite[Theorem 2.4]{98} \end{theorem}

If $H$ is any proper subgroup of $S_n$ other than $A_n$, then $H$ is a subgroup of one or more of the following subgroups:

(i) an intransitive group $S_k \times S_m$, where $n = k + m$;

(ii) an imprimitive group $S_k \wr S_m$, where $n = km$;

(iii) a primitive wreath product, $S_k \wr S_m$, where $n = k^m$;

(iv) an affine group $AGL_d(p) \cong p^d : GL_d(p)$, where $n = p^d$;

(v) a group of shape $T^m.(\Aut(T) \times S_m)$, where $T$ is a non-abelian simple group, acting on the cosets of a subgroup $\Aut(T) \times S_m$, where $n = |T|^{m-1}$;

(vi) an almost simple group acting on the cosets of a maximal subgroup of index $n$. 
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2.8 Construction of 1-designs and codes from maximal subgroups

The method described here gives us the procedure for the construction of codes and designs defined by the primitive action of a group on a set of specified size. Our construction follows the same procedure by changing the sizes of the \( \Omega \) and \( n \) in the classes of alternating groups we are considering.

Our construction for the symmetric 1-designs is based on the following results, mainly Theorem 2.46 below, which is a proposition by Key and Moori [61] with its corrected version in [62].

**Theorem 2.46.** [61, Proposition 1] Let \( G \) be a finite primitive permutation group acting on the set \( \Omega \) of size \( n \). Let \( \alpha \in \Omega \), and let \( \Delta \neq \{ \alpha \} \) be an orbit of the stabiliser \( G_\alpha \) of \( \alpha \). If

\[
B = \{ \Delta^g : g \in G \}
\]

and, given \( \delta \in \Delta \),

\[
\varepsilon = \{ (\alpha, \delta)^g : g \in G \},
\]

then \( D = (\Omega, B) \) forms a 1-(n, |\( \Delta \)|, |\( \Delta \)|) design with \( n \) blocks. Further, if \( \Delta \) is a self-paired orbit of \( G_\alpha \), then \( \Gamma = (\Omega, \varepsilon) \) is a regular connected graph of valency \( |\Delta| \), \( D \) is self-dual, and \( G \) acts as an automorphism group on each of these structures, primitive on vertices of the graph, and on points and blocks of the design.

**Proof.** The proof can be found in [62].

**Lemma 2.47.** [61, Lemma 2] If the group \( G \) acts primitively on the points and the blocks of a symmetric 1-design \( D \), then the design can be obtained by orbiting a union of orbits of a point-stabilizer, as described in Theorem 2.46.

**Proof.** The proof can be found in [62].

**Lemma 2.48.** If \( G \) is a primitive simple group acting on \( \Omega \), then for any \( \alpha \in \Omega \), the point stabilizer \( G_\alpha \) has only one orbit of length 1.

**Proof.** The proof can be found in [62].
Chapter 3

Codes and partial permutation decoding sets from biadjacency matrices of the bipartite graphs \( \Gamma(2k, k, k + 1, 1) \)

3.1 Introduction

The code generated by biadjacency matrices of the bipartite graphs \( \Gamma(2k, k, k + 1, 1) \) and that generated by biadjacency matrices of the bipartite graphs \( \Gamma(2k + 1, k, k + 2, 1) \) (at a lower level) are sub-codes of the code generated by an adjacency matrix of the uniform subset graph \( \Gamma(2k, k, 1) \) which is the content of Chapter 6.

This chapter, therefore, considers codes generated by biadjacency matrices of the bipartite graphs \( \Gamma(2k, k, k + 1, 1) \). To facilitate such an enterprise, we first look at pertinent properties of the graph \( \Gamma(2k, k, k + 1, 1) \).

Succinctly, the main theme of this chapter is summarised in Theorem 3.1. Throughout this chapter it is assumed that \( k \geq 3 \) and \( \Omega \) is a set of size \( 2k \), unless otherwise stated.

**Theorem 3.1.** Let \( C_B(\Gamma(2k, k, k+1, 1)) \) denote the binary code from the row span of a \( \left( \begin{array}{c} 2k \\ k \end{array} \right) \times \left( \begin{array}{c} 2k \\ k+1 \end{array} \right) \) biadjacency matrix \( B \) of the bipartite graph \( \Gamma(2k, k, k+1, 1) \) and \( C_B(\Gamma(2k, k, k+1, 1))^\perp \) its dual. Then
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3.2. The bipartite graphs $\Gamma(2k, k, k+1, 1)$

(a) The code $C_B(\Gamma(2k, k, k+1, 1))$ is a $[(\binom{2k}{k+1}, \binom{2k-1}{k-1}), k]_2$-code. Its dual $C_B^*(\Gamma(2k, k, k+1, 1))$ is the code from a $(\binom{2k}{k-2} \times \binom{2k}{k+1})$ biadjacency matrix of the bipartite graph $\Gamma(2k, k-2, k+1, 0)$ and is a $[(\binom{2k}{k+1}, \binom{2k-1}{k-1}), k+2]_2$-code.

(b) The code $C_B(\Gamma(2k, k, k+1, k, 1))$ is a $[(\binom{2k}{k}, \binom{2k-1}{k}), k]_2$-code. Its dual $C_B^*(\Gamma(2k, k+1, k, 1))$ is the code from a $\binom{2k}{k} \times \binom{2k}{k}$ biadjacency matrix of the bipartite graph $\Gamma(2k, k-1, k, 0)$ and is a $[(\binom{2k}{k}, \binom{2k-1}{k-1}), k+2]_2$-code.

(c) $S_{2k} \cong (\text{a subgroup of}) \text{Aut}(\Gamma(2k, k, k+1, 1))$ and $S_{2k} \cong (\text{a subgroup of}) \text{Aut}(C_B(\Gamma(2k, k, k+1, 1)))$.

(d) $S = \{1_{S_{2k}} \} \cup \{(1, j) : 1 < j \leq 2k \}$ is a 2-PD-set for the dual code $C_B^*(\Gamma(2k, k, k+1, 1))$.

Note that $C_B(\Gamma(2k, k+1, k, 1))$ is the row span of $B^T$ for $C_B(\Gamma(2k, k, k+1, 1))$ and since $\text{rank}_2(B) = \text{rank}_2(B^T)$, the dimensions of the codes are equal as given by $(\binom{2k-1}{k})$ and $(\binom{2k-1}{k-1})$.

This chapter is organised as follows: In Section 3.2 we describe some basic properties and automorphism groups for the bipartite graphs $\Gamma(2k, k, k+1, 1)$. In Section 3.3 the main parameters of the binary code from the rows of the biadjacency matrix of the bipartite graphs $\Gamma(2k, k, k+1, 1)$ are determined. Finally, in Section 3.4 we give partial permutation decoding sets for the dual of the code under consideration.

Let $C_B(\Gamma(n, m, l, i))$ denote the binary code from the row span of a $(\binom{n}{m} \times \binom{n}{l})$ biadjacency matrix $B$ of the bipartite graph $\Gamma(n, m, l, i)$ and $C_B^*(\Gamma(n, m, l, i))$ its dual.

3.2 The bipartite graphs $\Gamma(2k, k, k+1, 1)$

We start with the following remark which is a direct implication from [36, Lemma 4.1, p. 1826].

**Remark 3.2.** $C_B(\Gamma(2k, k, k+1, 1)) \cong C_B(\Gamma(2k, k, k-1, 0))$ since by [36, Lemma 4.1, p. 1826] $\Gamma(2k, k, k+1, 1) \cong \Gamma(2k, k, k-1, 0)$. 
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We will first discuss the direct relationship between the distance between any two vertices and the size of their intersection as subsets of \( \Omega \). This will consequently determine the eccentricities of the vertices and the diameters of the graphs that we are examining.

**Proposition 3.3.** Let \( u, v, x \) and \( y \) be distinct vertices of the bipartite graph \( \Gamma(2k, k, k+1, 1) \) such that \( u, v \in \Omega^{(k)} \) and \( x, y \in \Omega^{(k+1)} \).

(a) For \( 0 \leq m \leq k-1 \), \( d(u, x) = 2m + 1 \) if and only if \( |u \cap x| = m + 1 \).

(b) For \( 0 \leq m \leq k \), \( d(u, v) = 2m \) if and only if \( |u \cap v| = k - m \).

(c) For \( 0 \leq m \leq k-1 \), \( d(x, y) = 2m \) if and only if \( |x \cap y| = k + 1 - m \).

(d) The diameter of the graph is \( 2k \).

Proof. We proceed by induction on \( m \) in all three cases (a), (b) and (c) simultaneously with base \( m = 0 \).

(a) If \( d(u, x) = 1 \), by definition we have \( |u \cap x| = 1 \). Conversely, if \( |u \cap x| = 1 \) then \( d(u, x) = 1 \).

(b) If \( d(u, v) = 0 \), we have \( |u \cap v| = k \). Conversely, if \( |u \cap v| = k \) then \( u = v \), and hence \( d(u, v) = 0 \).

(c) If \( d(x, y) = 0 \), we have \( |x \cap y| = k + 1 \). Conversely, if \( |x \cap y| = k + 1 \) then \( x = y \), and hence \( d(x, y) = 0 \).

Suppose the statement holds for \( m = r \). We need to show that in (a), (b) and (c) it also holds for \( m = r + 1 \).

(a) We need to show that \( d(u, x) = 2(r + 1) + 1 = 2r + 3 \) implies \( |u \cap x| = r + 2 \). Let \( d(u, x) = 2r + 3 \). Then there exists a path of length \( 2r + 3 \) from \( u \) to \( x \). Let \( uu_1u_2 \cdots u_{2r}u_{2r+1}u_{2r+2}x \) be such a path. Then since it is given that \( |u \cap u_{2r}| = k - r, |u_{2r} \cap x| = 2, |u| = k, |u_{2r}| = k, |x| = k + 1, |u \cup u_{2r} \cup x| = 2k - 1\) and \( |u \cap u_{2r} \cap x| = 0, 1, \) or \( 2 \).

We use the inclusion-exclusion principle and the three possibilities for \( |u \cap u_{2r} \cap x| \).
When \(|u \cap u_2 \cap x| = 0\) we get \(|u \cap x| = r\), and this is a contradiction since that case does not arise. When \(|u \cap u_2 \cap x| = 1\), we get \(|u \cap x| = r + 1\), and this is a contradiction according to the induction hypothesis. When \(|u \cap u_2 \cap x| = 2\), we get \(|u \cap x| = r + 2\), and the result follows by induction.

Conversely, if \(|u \cap x| = r + 2\), we need to show that \(d(u, x) = 2r + 3\).

Choose a vertex \(w\) which is on a path from \(u\) to \(x\) such that \(d(w, x) = 3\).

This implies that \(|w \cap x| = 2\).

By the inclusion-exclusion principle we get \(|u \cap w| = k - r\), and by the induction hypothesis, \(d(u, w) = 2r\). This shows that \(d(u, x) = d(u, w) + d(w, x) = 2r + 3\) as required.

(b) We need to show that \(d(u, v) = 2(r + 1) = 2r + 2\) implies \(|u \cap v| = k - (r + 1)\). Let \(d(u, v) = 2r + 2\), it follows that there exists a path of length \(2r + 2\) from \(u\) to \(v\). Let the path be \(uu_1u_2 \cdots u_2u_{2r+1}v\).

It is given that \(|u \cap u_{2r+1}| = r + 1\), \(|u_{2r+1} \cap v| = 1\), \(|u| = k\), \(|u_{2r+1}| = k + 1\), \(|v| = k\), \(u \cup u_{2r+1} \cup v = \Omega\) and \(|u \cap u_{2r+1} \cap v| = 0\) or 1.

We use the inclusion-exclusion principle and the two possibilities for \(|u \cap u_{2r+1} \cap v|\).

When \(|u \cap u_{2r+1} \cap v| = 1\) we get \(|u \cap v| = k - r\), and this is a contradiction according to the induction hypothesis. When \(|u \cap u_{2r+1} \cap v| = 0\), we get \(|u \cap v| = k - (r + 1)\), and the result follows by induction.

Conversely, if \(|u \cap v| = k - (r + 1)\), we need to show that \(d(u, v) = 2r + 2\).

Choose a vertex \(w\) which is on a path from \(u\) to \(v\) such that \(d(w, v) = 1\).

This implies that \(|w \cap v| = 1\).

By the inclusion-exclusion principle, we get \(|u \cap v| = r + 1\), and by the induction hypothesis, \(d(u, w) = 2r + 1\). This shows that \(d(u, v) = d(u, w) + d(w, v) = 2r + 2\) as required.

(c) We need to show that \(d(x, y) = 2(r + 1) = 2r + 2\) implies \(|x \cap y| = k + 1 - (r + 1) = k - r\). Let \(d(x, y) = 2r + 2\). It follows that there exists a path of length \(2r + 2\) from \(x\) to \(y\). Let the path be \(xx_1x_2 \cdots x_{2r}x_{2r+1}y\).

It is given that \(|x \cap x_{2r+1} = r + 1\), \(|x_{2r+1} \cap y| = 1\), \(|x| = k + 1\), \(|x_{2r+1}| = k\), \(|y| = k + 1\), \(x \cup x_{2r+1} \cup y = \Omega\) and \(|x \cap x_{2r+1} \cap y| = 0\) or 1.
When \(|x \cap x_{2r+1} \cap y| = 1\) we get \(|x \cap y| = k + 1 - r\), and this is a contradiction according to the induction hypothesis. When \(|x\cap x_{2r+1} \cap y| = 0\), we get \(|x \cap y| = k - r\), and the result follows immediately by induction.

Conversely, if \(|x \cap y| = k + 1 - (r + 1)\), we need to show that \(d(x, y) = 2r + 2\). Choose a vertex \(w\) which is on a path from \(x\) to \(y\) such that \(d(w, y) = 1\). This implies that \(|w \cap y| = 1\).

Here, we get \(|x \cap w| = r + 1\), and by the induction hypothesis, \(d(x, w) = 2r + 1\). This shows that \(d(x, y) = d(x, w) + d(w, y) = 2r + 2\) as required.

(d) This is a direct implication of (a), (b) and (c). The diameter is attained when \(k = m\) in (b).

We now consider automorphisms of \(\Gamma(2k, k, k + 1, 1)\). Let \(\alpha \in S_{2k}\). For \(m = k\) or \(k + 1\), define a map \(\sigma_{\alpha} : \Omega^{(m)} \to \Omega^{(m)}\) by

\[
\sigma_{\alpha}(\{x_1, x_2, \ldots, x_m\}) = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_m)\},
\]

the natural induced action of \(\alpha\) on \(\Omega^{(m)}\).

In Lemma 3.4 we show that \(\sigma_{\alpha} \in \text{Aut}(\Gamma(2k, k, k + 1, 1))\).

**Lemma 3.4.** Let \(\Gamma(2k, k, k + 1, 1)\) be a bipartite graph as defined in Equation (2.1). Then \(\sigma_{\alpha} \in \text{Aut}(\Gamma(2k, k, k + 1, 1))\).

**Proof.** Since \(\sigma_{\alpha}\) acts on both \(\Omega^{(k)}\) and \(\Omega^{(k+1)}\), it acts on the union. \(\sigma_{\alpha}\) is clearly one-to-one and onto. It is also easy to see that \(\sigma_{\alpha}\) preserves adjacency of the graph. Hence \(\sigma_{\alpha} \in \text{Aut}(\Gamma(2k, k, k + 1, 1))\). \(\square\)

**Theorem 3.5.** Let \(k\) be an integer and \(\Omega = \{1, 2, \ldots, 2k\}\) where \(2k \geq 6\). Then \(S_{2k} \cong (\text{a subgroup of}) \text{ Aut}(\Gamma(2k, k, k + 1, 1))\).

**Proof.** Let \(\alpha \in S_{2k}\). Recall that \(\alpha\) induces a permutation \(\sigma_{\alpha}\) of \(V(\Gamma(2k, k, k + 1, 1))\). Define a map \(f : S_{2k} \to \text{Aut}(\Gamma(2k, k, k + 1, 1))\), given by \(f(\alpha) = \sigma_{\alpha}\). Then \(f\) is a homomorphism. It suffices to show that \(f\) is also injective.
Let $\alpha$ and $\beta$ be distinct permutations in $S_{2k}$. Then there exists an element $i \in \Omega$ such that $\alpha(x_i) \neq \beta(x_i)$. Let $x = \{x_1, x_2, \ldots, x_i, \ldots, x_m\} \in V(\Gamma(2k, k, k + 1, 1))$. Then $\sigma_\alpha(x) = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_i), \ldots, \alpha(x_m)\}$ and $\sigma_\beta(x) = \{\beta(x_1), \beta(x_2), \ldots, \beta(x_i), \ldots, \beta(x_m)\}$. Since $\sigma_\alpha(x) \neq \sigma_\beta(x)$, $f$ is injective. Therefore $S_{2k} \hookrightarrow \text{Aut}(\Gamma(2k, k, k + 1, 1))$.

3.3 Binary codes from a biadjacency matrix of $\Gamma(2k, k, k + 1, 1)$

As alluded in Chapter 2, Equation 2.6, the design that is used to generate the code has $P = \Omega^{(k+1)}$ as the point set and each point $X \in \Omega^{(k)}$ has a block $\overline{X}$ corresponding to it. The block is defined by

$$\overline{X} = N(X) = \{Y \in \Omega^{(k+1)} : |Y \cap X| = 1\}.$$ 

The block set $B$ is defined by

$$B = \{\overline{X} : X \in \Omega^{(k)}\}.$$ 

The incidence vector associated with $\overline{X}$ is defined by

$$v^{\overline{X}} = \sum_{j \in X} v_{(j) \cup \overline{X}},$$

where $\overline{X} = \Omega - X$.

The incidence vector $v^{\overline{X}}$ is the mapping

$$v^{\overline{X}} : \Omega^{(k+1)} \to \mathbb{F}_2, Y \mapsto v^{\overline{X}}(Y) = \begin{cases} 1 & \text{if } \overline{X} \subset Y \\ 0 & \text{if } \overline{X} \not\subset Y \end{cases}.$$ 

Hence for $Y \in \Omega^{(k+1)}$ we have $v^{\overline{X}}(Y) = 1$ if and only if there is a $j \in X$ with $Y = \{j\} \cup \overline{X}$.

For the labelling of the transpose $B^T$,

$$\overline{X} = N(X) = \{Y \in \Omega^{(k)} : |Y \cap X| = 1\}.$$ 

We now determine bases and dimensions for the codes.
Lemma 3.6. Let \( k \) be an integer and \( \Omega = \{1, 2, \ldots, 2k\} \). Then

(a) \( S := \{v^X : X \in \Omega^{(k)}, 1 \in X\} \) is a basis for the code \( C_B(\Gamma(2k,k,k+1,1)) \) and \( \dim(C_B(\Gamma(2k,k,k+1,1))) = \binom{2k-1}{k-1} \).

(b) \( S := \{v^X : X \in \Omega^{(k+1)}, 1 \in X\} \) is a basis for the code \( C_B(\Gamma(2k,k,k+1,1)) \) and \( \dim(C_B(\Gamma(2k,k+1,1,1))) = \binom{2k-1}{k} \).

Proof. (a) The only set \( Y \in \Omega^{(k+1)} \) with \( 1 \in Y \) and \( Y \) adjacent to \( X \) with \( 1 \in X \) is \( \{1\} \cup \overline{C}X \). Then the identity sub-matrix appears in the rows indexed by the \( X \)'s with \( 1 \in X \) and the columns indexed by the \( Y \)'s with \( 1 \in Y \). When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{(k+1)} \) are arranged as follows: first the points \( \{1,2,\ldots,k+1\}, \{1,2,\ldots,k,k+2\}, \ldots, \{1,2,\ldots,k,2k\}, \{1,2,\ldots,k-1,k+1,k+2\}, \ldots, \{1,2,\ldots,k-1,k+1,2k\}, \ldots, \{1,k+1,k+2,\ldots,2k\} \), followed by the remaining points of \( \Omega^{(k+1)} \) in arbitrary order, then a matrix of the form \( [I_{k+1}, A] \) results.

If \( 1 \notin X_0 \) for \( X_0 \in \Omega^{(k)} \), then since \( \overline{C}X_0 \subset Y \) when \( X_0 \) and \( Y \) are adjacent, \( 1 \in Y \), and all the non-zero entries for \( v^X \) are in those same columns. Such columns are indexed by the sets \( \{x\} \cup \overline{C}X_0, x \in X_0 \).

We show that the \( v^X \)'s with \( X = (X_0 - \{x\}) \cup \{1\} \) with 1's where \( v^X \) has 1's span the code. The \( Y \)'s of the form \( ((\overline{C}X_0) \cup \{x, x'\}) - \{1\} \), with \( x' \in X_0 \) and \( x \neq x' \), are the \( Y \)'s with \( 1 \notin Y \) and \( Y \) adjacent to \( X \). The other set \( X' \) with \( 1 \in X' \) and \( Y \) adjacent to \( X' \) is then \( (X_0 - \{x'\}) \cup \{1\} \). So in the column labelled by the \( Y \)'s, two 1's appear from the \( \{v^X : X \in \Omega^{(k)}, 1 \in X\} \) vectors corresponding to \( X \) and \( X' \) and they cancel out when these vectors are added. This shows that \( S \) spans \( C_B(\Gamma(2k,k,k+1,1)) \). Hence \( S \) is a basis for \( C_B(\Gamma(2k,k,k+1,1)) \), and \( \dim(C_B(\Gamma(2k,k,k+1,1))) = \binom{2k-1}{k-1} \).

(b) The only set \( Y \in \Omega^{(k)} \) with \( 1 \in Y \) and \( Y \) adjacent to \( X \) with \( 1 \in X \) is \( \{1\} \cup \overline{C}X \). Then the identity sub-matrix appears in the rows indexed by the \( X \)'s with \( 1 \in X \) and the columns indexed by the \( Y \)'s with \( 1 \in Y \). When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{(k)} \) are arranged as follows: first the points
3.3. Binary codes from a biadjacency matrix of \( \Gamma(2k, k + 1, 1) \)

\[ \{1, 2, \ldots, k\}, \{1, 2, \ldots, k-1, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, 2k\}, \ldots, \{1, k+2, k+3, \ldots, 2k\}, \]

followed by the remaining points of \( \Omega^{(k)} \) in arbitrary order, then a matrix of the form \([I_{(2k-1)}^1 A]\) results. The proof proceeds exactly as in (a) above.

\[ \square \]

We now investigate comparable results for \( C^\perp \). To do that we consider binary codes generated by the rows of a biadjacency matrix of \( \Gamma(2k-2, k, 0) \). Here, for \( A \in \Omega^{(k-2)} \),

\[ \overline{A} = N(A) = \{ B \in \Omega^{(k+1)} : |A \cap B| = 0 \}. \]

The block set \( B \) is defined by

\[ B = \{ \overline{A} : A \in \Omega^{(k-2)} \}. \]

The incidence vector associated with \( \overline{A} \) is defined by

\[ v^{\overline{A}} = \sum_{B \subseteq \overline{A} \cap \overline{A} \cup \overline{A}} v^B, \]

(3.2)

where \( \overline{C} A = \Omega - A \).

It is clear that \( \text{wt}(v^{\overline{A}}) = k + 2 \).

We also consider binary codes generated by the rows of a biadjacency matrix of \( \Gamma(2k, k-1, k, 0) \). In this case, for \( A \in \Omega^{(k-1)} \),

\[ \overline{A} = N(A) = \{ B \in \Omega^{(k)} : |B \cap A| = 0 \}. \]

The incidence vector associated with \( \overline{A} \) is defined by

\[ v^{\overline{A}} = \sum_{B \subseteq \overline{A} \cap \overline{A} \cup \overline{A}} v^B. \]

(3.3)

We now identify the parameters for the codes.
Lemma 3.7. Let $k$ be an integer and $\Omega = \{1, 2, \ldots, 2k\}$. Then

(a) $R := \{v^A : A \in \Omega^{(k-2)}, 1 \not\in A\}$ is a basis for the code $C_B(\Gamma(2k, k - 2, k + 1, 0))$ and $\dim(C_B(\Gamma(2k, k - 2, k + 1, 0))) = \binom{2k-1}{k-2}$.

(b) $R := \{v^A : A \in \Omega^{(k-1)}, 1 \not\in A\}$ is a basis for the code $C_B(\Gamma(2k, k - 1, k, 0))$ and $\dim(C_B(\Gamma(2k, k - 1, k, 0))) = \binom{2k-1}{k-1}$.

Proof. (a) The only set $B \in \Omega^{(k+1)}$ with $1 \not\in B$ and $B$ adjacent to $A$ with $1 \not\in A$ is $\Omega - (A \cup \{1\})$. Then the identity sub-matrix appears in the rows indexed by the $A$’s with $1 \not\in A$ and the columns indexed by the $B$’s with $1 \not\in B$. When the vectors of $R$ are written in lexicographic order and the points of $\Omega^{(k+1)}$ are arranged as follows: first the points

\[\{2, 3, \ldots, k+2\}, \{2, 3, \ldots, k+1, k+3\}, \ldots, \{2, 3, \ldots, k+1, 2k\}, \{2, 3, \ldots, k, k+2, k+3\}, \ldots, \{2, 3, \ldots, k, 2k-1, 2k\}, \ldots, \{2, k+1, k+2, \ldots, 2k\}, \{3, 4, \ldots, k+3\}, \ldots, \{3, k+1, k+2, \ldots, 2k\}, \ldots, \{k, k+1, \ldots, 2k\},\]

followed by the remaining points of $\Omega^{(k+1)}$ in arbitrary order, then a matrix of the form $I_{(2k-1)^2}$ results.

If $1 \in A_0$ for $A_0 \in \Omega^{(k-1)}$, then since $B \subseteq \mathcal{C}A_0$ when $A_0$ and $B$ are adjacent, $1 \not\in B$, and all the non-zero entries for $v^{A_0}$ are in those same columns. Such columns are indexed by the sets $\Omega - (A_0 \cup \{a\}), a \in \mathcal{C}A_0$.

We show that the $v^A$’s with $A = (A_0 - \{1\}) \cup \{a\}$ with 1’s where $v^{A_0}$ has 1’s span the code. The $B$’s of the form $(\Omega - (A_0 \cup \{a, a’\}) \cup \{1\})$ with $a’ \in \mathcal{C}A_0$ and $a \not= a’$, are the $B$’s with $1 \in B$ and $B$ adjacent to $A$. The other set $A’$ with $1 \not\in X’$ and $B$ adjacent to $A’$ is then $(\Omega - A_0) - \{1\}$. So in the column labelled by the $B$’s, two 1’s appear from the $\{v^A : A \in \Omega^{(k-2)}, 1 \not\in A\}$ vectors corresponding to $A$ and $A’$ and they cancel out when these vectors are added. This shows that $R$ spans $C_B(\Gamma(2k, k - 2, k + 1, 0))$. Hence $R$ is a basis for $C_B(\Gamma(2k, k - 2, k + 1, 0))$. Clearly $\dim(C_B(\Gamma(2k, k - 2, k + 1, 0))) = \binom{2k-1}{k-2}$.

(b) The only set $B \in \Omega^{(k)}$ with $1 \not\in B$ and $B$ adjacent to $A$ with $1 \not\in A$ is $\Omega - (A \cup \{1\})$. Then the identity sub-matrix appears in the rows indexed by the $A$’s with $1 \not\in A$ and the columns indexed by $B$’s with
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1 $\notin B$. When the vectors of $R$ are written in lexicographic order and the points of $\Omega^{(k)}$ are arranged as follows: first the points

$\{2, 3, \ldots, k + 1\}, \{2, 3, \ldots, k, k + 2\}, \ldots, \{2, 3, \ldots, k, 2k\}, \{2, 3, \ldots, k - 1, k + 1, k + 2\}, \ldots, \{2, 3, \ldots, k - 1, 2k - 1, 2k\}, \ldots, \{2, k + 2, k + 3, \ldots, 2k\}, \{3, 4, \ldots, k + 2\}, \ldots, \{3, k + 2, k + 3, \ldots, 2k\}, \ldots, \{k + 1, k + 2, \ldots, 2k\}$,

followed by the remaining points of $\Omega^{(k)}$ in arbitrary order, then a matrix of the form $[I_{(2k-1)} \setminus E]$ results. The proof proceeds in a similar way as in (a).

**Lemma 3.8.** Let $\Omega = \{1, 2, \ldots, 2k\}$. Then

(a) $C_B(\Gamma(2k, k, k + 1, 1))^\perp = C_B(\Gamma(2k, k - 2, k + 1, 0))$.

(b) $C_B(\Gamma(2k, k+1, k, 1))^\perp = C_B(\Gamma(2k, k - 1, k, 0))$ and $C_B(\Gamma(2k, k+1, k, 1)) \cong C_B(\Gamma(2k, k - 1, k, 0))$.

**Proof.** (a) We first show that $C_B(\Gamma(2k, k - 2, k + 1, 0)) \subseteq C_B(\Gamma(2k, k, k + 1, 1))^\perp$. To do this we consider the standard inner product $(v^X, v^A) = \left(\sum_{j \in X} v^{(j)} \cap A, \sum_{B \subseteq \mathcal{A}, |B| = k + 1} v^B\right)$ of any two incidence vectors in $C_B(\Gamma(2k, k, k + 1, 1))$ and $C_B(\Gamma(2k, k - 2, k + 1, 0))$. If $|X \cap A| = k - 2$ then the two vectors are only incident with the two points $X' \cup \{b\}$ and $X' \cup \{b'\}$ where $\{b, b'\} = X - A$ and $X' = \mathcal{C}X$ and with no other points.

On the other hand, if $|X \cap A| \neq k - 2$ then there are no points with which both vectors $v^X$ and $v^A$ are commonly incident.

Hence the standard inner product $(v^X, v^A) = 0$ in all the cases.

Finally, since $|R| = |\{v^A : A \in \Omega^{(k-2)}, A \subseteq \mathcal{C}\{1\}\}| = \binom{2k-1}{k-2}$, and $\dim(C_B(\Gamma(2k, k, k+1, 1)))^\perp = \binom{2k}{k+1} - \binom{2k-1}{k-1}$ it follows that $R$ is a basis for $C_B(\Gamma(2k, k, k+1, 1))^\perp$. Hence $C_B(\Gamma(2k, k, k+1, 1))^\perp = C_B(\Gamma(2k, k - 2, k + 1, 0))$.

(b) By a similar argument as in (a) the first part of the result follows, and by Remark 3.2 it follows immediately that $C_B(\Gamma(2k, k + 1, k, 1)) \cong C_B(\Gamma(2k, k - 1, k, 0))$. 

http://etd.uwc.ac.za
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Lemma 3.9.  
(a) $C_B(\Gamma(2k, k, k+1, 1))$ has minimum weight $k$ and a basis of minimum weight vectors.

(b) $C_B(\Gamma(2k, k+1, k, 1))$ has minimum weight $k+1$ and a basis of minimum weight vectors.

Proof. (a) Let $\mathcal{B} = \{\text{Supp}(v^\pi) | v^\pi \in C_B(\Gamma(2k, k, k+1, 1))^\perp\}$. Then $\mathcal{D} = (\mathcal{P}, \mathcal{B})$ is a $1-(\binom{2k}{k+1}, k+2, k-1)$ design, where $k-1$ is the number of blocks through a point. The number of blocks of $\mathcal{B}$ through two distinct points $P$ and $Q$ can have one of $k-1$ values, $\lambda_2, \lambda_3, \ldots, \lambda_k$, depending on the size of $P \cap Q$. Note that the size of $P \cap Q$ cannot be less than two. For a given point $P \in \Omega^{(k+1)}$,

- if $2 \leq |P \cap Q| < k$, then there are no blocks $(\lambda_2, \lambda_3, \ldots, \lambda_{k-1} = 0)$ passing through $P$ and $Q$.
- if $|P \cap Q| = k$, then there is one block $(\lambda_k = 1)$ passing through $P$ and $Q$.

We will call a point $Q$ distinct from $P$ a point of type-$i$ if $|P \cap Q| = i$, for $i = 2, 3, \ldots, k$. Now let $S$ be the support of $c \in C_B(\Gamma(2k, k, k+1, 1))$, $|S| = s$, and let $P \in \mathcal{S}$. Let $z_i$, for $i = 0$ to $k+2$, be the number of blocks of $\mathcal{B}$ that pass through $P$ and meet $S$ in $i$ points. Then $z_0 = z_1 = 0$ and $\sum_{i=2}^{k+2} z_i = k - 1$. Suppose there are $m_2$ points of $S \setminus \{P\}$ of type-2, i.e. on $\lambda_2$ blocks with $P$, $m_3$ points of type-3, i.e. on $\lambda_3$ blocks with $P, \ldots, m_k$ points of type-$k$, i.e. on $\lambda_k$ blocks with $P$. Then counting incidences gives

$$\sum_{i=2}^{k+2} (i-1)z_i = \lambda_2 m_2 + \lambda_3 m_3 + \cdots + \lambda_k m_k,$$

where $s - 1 = m_2 + m_3 + \cdots + m_k$. Hence

$$k - 1 = \sum_{i=2}^{k+2} z_i \leq \sum_{i=2}^{k+2} (i-1)z_i \leq (m_2 + m_3 \cdots + m_k)\lambda_k = (s - 1),$$

http://etd.uwc.ac.za
and hence $s \geq k$.

Since the incidence vectors in $C_B(\Gamma(2k, k, k+1, 1))$ have weight $k$, the minimum weight is $k$, and $C_B(\Gamma(2k, k, k+1, 1))$ has a basis of minimum weight vectors.

(b) Let $B = \{\text{Supp}(v^X)|v^X \in C_B(\Gamma(2k, k+1, k, 1))\}$. Then $D = (P, B)$ is a 1-$\binom{2k}{k}, k+1, k$ design, where $k$ is the number of blocks through a point. The number of blocks of $B$ through two distinct points $P$ and $Q$ can have one of $k$ values, $\lambda_0, \lambda_1, \ldots, \lambda_{k-1}$, depending on the size of $P \cap Q$. For a given point $P \in \Omega^k$,

- if $0 \leq |P \cap Q| < k-1$, then there are no blocks ($\lambda_0, \lambda_1, \ldots, \lambda_{k-2} = 0$) passing through $P$ and $Q$.
- if $|P \cap Q| = k-1$, then there is one block ($\lambda_{k-1} = 1$) passing through $P$ and $Q$.

Then proof proceeds exactly as in (a).

\[ \square \]

**Lemma 3.10.**  (a) $C_B(\Gamma(2k, k-2, k+1, 0))$ has minimum weight $k+2$ and a basis of minimum weight vectors.

(b) $C_B(\Gamma(2k, k-1, k, 0))$ has minimum weight $k+1$ and a basis of minimum weight vectors.

**Proof.** (a) Let $B = \{\text{Supp}(v^X)|v^X \in C_B(\Gamma(2k, k-2, k+1, 0))\}$. Then $D = (P, B)$ is a 1-$\binom{2k}{k+1}, k, k+1$ design, where $k+1$ is the number of blocks through a point. Then the proof proceeds exactly as in 3.9(a).

(b) Using a similar argument as in (a), the result follows.

\[ \square \]

We now focus on the relationship between the codes and their duals by using the $j$-vector.
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**Lemma 3.11.** (a) If $k$ is even then $j \in \text{Hull}(C_B(\Gamma(2k, k, k + 1, 1)))$; otherwise $j \notin \text{Hull}(C_B(\Gamma(2k, k, k + 1, 1)))$. Moreover $C_B(\Gamma(2k, k, k + 1, 1))$ is neither self-dual nor self-orthogonal.

(b) If $k$ is odd then $j \notin \text{Hull}(C_B(\Gamma(2k, k + 1, 1, 1)))$; otherwise $j \in \text{Hull}(C_B(\Gamma(2k, k + 1, 1, 1)))$. Moreover $C_B(\Gamma(2k, k + 1, 1, 1))$ is neither self-dual nor self-orthogonal.

**Proof.** (a) By Equation 3.1

\[
\sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-1} v^{\{1\} \cup X} = \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-1} \sum_{X' \subseteq \Omega \setminus \{1\} \atop |X'| = k} v^{X' \cup X} + \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-1} v^{\Omega \setminus X}
\]

\[
= \binom{k}{k-1} \sum_{X'' \subseteq \Omega \setminus \{1\} \atop |X''| = k+1} v^{X''} + \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-1} v^{\Omega \setminus X}
\]

where $\Omega \setminus X = \Omega \setminus \{1\} \cup X$. Similarly, by Equation 3.2

\[
\sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-2} v^X = \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-2} \sum_{X' \subseteq \Omega \setminus \{1\} \atop |X'| = k} v^{\{1\} \cup X'} + \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-2} v^{\{1\} \cup X}
\]

\[
= \binom{k + 2}{k + 1} \sum_{X'' \subseteq \Omega \setminus \{1\} \atop |X''| = k} v^{\{1\} \cup X''} + \sum_{X \subseteq \Omega \setminus \{1\} \atop |X| = k-2} v^{\{1\} \cup X}
\]

where $\Omega \setminus \{1\} \cup X = \Omega \setminus \{1\} \cup X$. Now if $k$ is even, then $k + 2$ is even too, and by Equations 3.4 and 3.5 $j \in C_B(\Gamma(2k, k, k + 1, 1))$ and $j \in C_B(\Gamma(2k, k, k + 1, 1))^\perp$. On the other hand if $k$ is odd then $j \notin C_B(\Gamma(2k, k, k + 1, 1))$ and $j \notin C_B(\Gamma(2k, k, k + 1, 1))^\perp$. 
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Alternatively, we can argue that if $k$ is even, then since each basis vector $v_A, A \in \Omega^{(k-2)}, 1 \notin A$, in $C_B(\Gamma(2k, k, k+1, 1))^\perp$ has even weight, $j$ is orthogonal to each, and by linearity of the standard inner product, to each vector in $C_B(\Gamma(2k, k, k+1, 1))^\perp$. Hence $j \in C_B(\Gamma(2k, k, k+1, 1))$. Similarly if $k$ is even, then $j \in C_B(\Gamma(2k, k, k+1, 1))^\perp$. Hence $j \in \text{Hull}(C_B(\Gamma(2k, k, k+1, 1))).$

In order to determine whether $C_B(\Gamma(2k, k, k+1, 1)) \subseteq C_B(\Gamma(2k, k, k+1, 1))^\perp$ consider $(v_X, v_X'), X, X' \in \Omega^{(k)}$ of any two incidence vectors $v_X$ and $v_X'$ in $C_B(\Gamma(2k, k, k+1, 1))$. Now if $X$ and $X'$ have $k-1$ elements in common, then $v_X$ and $v_X'$ are commonly incident at one point and hence $(v_X, v_X') = 1$, and $C_B(\Gamma(2k, k, k+1, 1)) \not\subseteq C_B(\Gamma(2k, k, k+1, 1))^\perp$.

Neither is $C_B(\Gamma(2k, k, k+1, 1))^\perp \subseteq C_B(\Gamma(2k, k, k+1, 1))$, since $(v_X, v_X'), A, A' \in \Omega^{(k-2)} = 1$ if $A$ and $A'$ have $k-3$ elements in common.

Alternatively, it could be argued that $C_B(\Gamma(2k, k, k+1, 1)) \not\subseteq C_B(\Gamma(2k, k, k+1, 1))^\perp$ since $C_B(\Gamma(2k, k, k+1, 1))$ have vectors of weight $k$ and $C_B(\Gamma(2k, k, k+1, 1))^\perp$ does not. It is clear from above that $C_B(\Gamma(2k, k, k+1, 1))$ is neither self-dual nor self-orthogonal.

(b) Using a similar argument as in (a), the result follows.

We now consider automorphisms of the code $C$. Let $\alpha \in S_{2k}$. For $q = k$ or $k+1$, define a map $\sigma_\alpha : \Omega^{(q)} \rightarrow \Omega^{(q)}$ by

$$\sigma_\alpha\{x_1, x_2, \ldots, x_q\} = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_q)\}$$

to be the natural induced action of $\alpha$ on $\Omega^{(q)}$.

In Lemma 3.12 we show that $\sigma_\alpha \in \text{Aut}(C_B(\Gamma(2k, k, k+1, 1))).$

**Lemma 3.12.** Let $k$ be an integer and $\Omega = \{1, 2, \ldots, 2k\}$. Then $\sigma_\alpha \in \text{Aut}(C_B(\Gamma(2k, k, k+1, 1))).$

**Proof.** Since $\sigma_\alpha$ acts on both $\Omega^{(k)}$ and $\Omega^{(k+1)}$, it acts on the union of these sets. $\sigma_\alpha$ is clearly one-to-one and onto. It is also easy to see that for $Y \in \Omega^{(k+1)}, X \in \Omega^{(k)}$, if $Y \in \text{Supp}(v_X)$, then $\sigma_\alpha(Y) \in \text{Supp}(v_{\sigma_\alpha(X)})$. Hence $\sigma_\alpha \in \text{Aut}(C_B(\Gamma(2k, k, k+1, 1)))$, and $\sigma_\alpha$ preserves the weight classes of $C_B(\Gamma(2k, k, k+1, 1))$. 

\[\square\]
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Theorem 3.13. $S_{2k+1} \cong (a\ subgroup\ of)\ \text{Aut}(C_B(\Gamma(2k+1,k,k+2,1)))$.

Proof. In this case $\alpha \in S_{2k+1}$ induces an automorphism $\sigma_\alpha$ of the code $C_B(\Gamma(2k+1,k,k+2,1))$. The proof then proceeds exactly as in Theorem 3.5.

Alternatively, we can argue that since the automorphism group of the graph is contained in the automorphism group of the corresponding code and we have shown in Theorem 3.5 that $S_{2k} \cong (a\ subgroup\ of)\ \text{Aut}(\Gamma(2k,k,k+1,1))$, we can conclude that $S_{2k} \cong (a\ subgroup\ of)\ \text{Aut}(C_B(\Gamma(2k+1,k,k+2,1)))$. \hfill \qed

We next consider permutation decoding sets for the codes.

3.4 Permutation decoding sets for the codes

While the automorphism group of the code provides the base for membership of a PD-set for the code, knowledge about the nature of the information positions and the subsequent action of the automorphism group is crucial in determining this membership.

In Lemma 3.6 (a) the set $S = \{v^X | \ X \in \Omega^{(k)}, 1 \in X\}$ has been identified as a basis for $C_B(\Gamma(2k,k,k+1,1))$. Using the information set from $S$, namely $\{X \in \Omega^{(k)}, 1 \in X\}$, the error-correcting capability for $C_B(\Gamma(2k,k,k+1,1))$ is limited: if errors occur at two information symbols where the union of the symbols as $(k+1)$-subsets gives the whole set $\Omega$, then there is no automorphism of $C_B(\Gamma(2k+1,k,k+1,1))$ which will map the errors into check positions. Hence we consider the error-correcting capability of $C_B(\Gamma(2k,k,k+1,1))^\perp = C_B(\Gamma(2k,k+2,k+1,0))$. Using the information set stated in Lemma 3.7 (a) and the fact that $C_B(\Gamma(2k,k+2,k+1,0))$ is able to correct $t = \lfloor \frac{k+1}{2} \rfloor$ errors, the automorphism group $S_{2k}$ is a PD-set for $C_B(\Gamma(2k,k+2,k+1,0))$. The following theorem gives a 2-PD-set for $C_B(\Gamma(2k+1,k,k+1,0))$.

Proposition 3.14. Let $\Omega = \{1,2,\ldots,2k\}$. Let $I$ denote the set

$$\{\{2,3,\ldots,k+2\}, \{2,3,\ldots,k+1,k+3\}, \ldots, \{2,3,\ldots,k+1,2k\}, \{2,3,\ldots,k, k+2,k+3\}, \ldots, \{2,3,\ldots,k,2k-1,2k\}, \ldots, \{2,k+1,k+2,\ldots,2k\}, \{3,4,\ldots,k+3\}, \ldots, \{3,k+1,k+2,\ldots,2k\}, \ldots, P_{(2k-1)} = \{k,k+1,\ldots,2k\}\}.$$
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Then

\[ S = \{1_{2k}\} \cup \{(1, j) : 1 < j \leq 2k\} \]

is a 2-PD-set for \( C_B(\Gamma(2k, k - 2, k + 1, 0)) \) with I as the information set.

Proof. Let \( C = \mathcal{P} \setminus \mathcal{I} \) denote the check set for \( C_B(\Gamma(2k, k - 2, k + 1, 0)) \). Then

\[ \mathcal{C} = \{\{1, 2, \ldots, k+1\}, \{1, 2, \ldots, k+2\}, \ldots, \{1, 2, \ldots, k, 2k\}, \{1, 2, \ldots, k-1, k+1, k+2\}, \ldots, \{1, 2, \ldots, k-1, k+1, 2k\}, \ldots, P_{2k-1} = \{1, k+1, k+2, \ldots, 2k\}\}. \]

We need a set \( S \) of elements of \( S_{2k} = \text{Aut}(C_B(\Gamma(2k, k - 2, k + 1, 0))) \) such that every 2-set of elements of \( \mathcal{P} \) is moved by some element of \( S \) into the check set.

Suppose that the \( 2 \leq \left\lfloor \frac{k+1}{2} \right\rfloor \) errors occur at \( \mathcal{E} = \{\{e_1, e_2, \ldots, e_{k+1}\}, \{e'_1, e'_2, \ldots, e'_{k+1}\}\} \)

Case (i) \( \mathcal{E} \subseteq \mathcal{C} \). Then we will use the identity element, \( 1_{2k} \), to keep these fixed in the check positions.

Case (ii) \( \mathcal{E} \subseteq \mathcal{I} \). Then we will use the transposition \( \sigma = (1, j) \), for \( j \in (\{e_1, e_2, \ldots, e_{k+1}\} \cap \{e'_1, e'_2, \ldots, e'_{k+1}\}) \) to map the error positions to \( \mathcal{C} \).

Case (iii) \( \mathcal{E} \subseteq \mathcal{I} \cup \mathcal{C} \), \( \mathcal{E} \cap \mathcal{I} \neq \emptyset \), \( \mathcal{E} \cap \mathcal{C} \neq \emptyset \). The only possibility is that there is one error in the check set and one error in the information set. Then the transposition \( \sigma = (1, j) \), for \( j \in (\{e_1, e_2, \ldots, e_{k+1}\} \cap \{e'_1, e'_2, \ldots, e'_{k+1}\}) \) will map the error position in \( \mathcal{E} \cap \mathcal{I} \) to \( \mathcal{C} \) and keep the one in \( \mathcal{E} \cap \mathcal{C} \) fixed. \( \square \)

Similarly in Lemma 3.6 (b) the set \( S := \{v^X : X \in \Omega^{(k+1)}, 1 \in X\} \) has been identified as a basis for \( C_B(\Gamma(2k, k + 1, k, 1)) \). The following theorem gives a 2-PD-set for \( C_B(\Gamma(2k, k - 1, k, 0)) \).

**Proposition 3.15.** Let \( \Omega = \{1, 2, \ldots, 2k\} \). Let \( \mathcal{I} \) denote the set

\[ \{\{2, 3, \ldots, k + 1\}, \{2, 3, \ldots, k, 2k\}, \{2, 3, \ldots, k - 1, k+1, k+2\}, \ldots, \{2, 3, \ldots, k-1, 2k-1, 2k\}, \ldots, \{2, k+2, k+3, \ldots, 2k\}, \{3, 4, \ldots, k+2\}, \ldots, \{3, k+2, k+3, \ldots, 2k\}, \ldots, \{k+1, k+2, \ldots, 2k\}\}. \]

Then

\[ S = \{1_{2k}\} \cup \{(1, j) : 1 < j \leq 2k\} \]

is a 2-PD-set for \( C_B(\Gamma(2k, k - 1, k, 0)) \) with \( \mathcal{I} \) as the information set.
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Proof. Let $C = \mathcal{P} \setminus \mathcal{I}$ denote the check set for $C_B(\Gamma(2k, k-1, k, 0))$. Then

$C = \{\{1, 2, \ldots, k\}, \{1, 2, \ldots, k-1, k+1\}, \ldots, \{1, 2, \ldots, k-1, 2k\}, \{1, 2, \ldots, k-2, k, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, 2k\}, \ldots, \{1, k+2, k+3, \ldots, 2k\}\}.

We need a set $\mathcal{S}$ of elements of $S_{2k} = \text{Aut}(C_B(\Gamma(2k, k-1, k, 0)))$ such that every 2-set of elements of $\mathcal{P}$ is moved by some element of $\mathcal{S}$ into the check set.

Suppose that the $2 \leq \lfloor \frac{k}{2} \rfloor$ errors occur at $\mathcal{E} = \{\{e_1, e_2, \ldots, e_k\}, \{e'_1, e'_2, \ldots, e'_k\} : e_1 < e_2 \ldots < e_k, e'_1 < e'_2 \ldots < e'_k\}$. Then the rest of the proof proceeds as in Proposition 3.14.

\qed
Chapter 4

Codes and partial permutation decoding sets from biadjacency matrices of the bipartite graphs \( \Gamma(2k + 1, k, k + 2, 1) \)

4.1 Introduction

In this chapter we extend the work done in Chapter 3. The results found in this chapter are more interesting because in considering the codes and their duals from biadjacency matrices of these bipartite graphs, the adjacency matrix of the Odd graph \( O_k \) surfaces unexpectedly as one of the generators of the dual code.

We start by considering some specific properties of the bipartite graphs \( \Gamma(2k + 1, k, k + 2, 1) \). This is followed by the construction of binary codes from the row span of biadjacency matrices of these graphs.

The main results obtained are summarised in Theorem 4.1. Throughout this chapter it is assumed that \( k \geq 3 \) and \( \Omega \) is a set of size \( 2k + 1 \), unless otherwise stated.

**Theorem 4.1.** Let \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) denote the binary code from the row span of a \( \binom{2k+1}{k} \times \binom{2k+1}{k+2} \) biadjacency matrix \( B \) of the bipartite graph \( \Gamma(2k + 1, k, k + 2, 1) \) and \( C_B(\Gamma(2k + 1, k, k + 2, 1))^{\perp} \) its dual. Then
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(a) $C_B(\Gamma(2k+1, k, k+2, 1))$ is a $[(2^{k+1})_{k+2}, (2^k)_{k-1}, k]_2$-code. $C_B(\Gamma(2k+1, k, k+2, 1))$ is the code from a $[(2^{k+1})_{k-2}, (2^k)_{k+2}]$ biadjacency matrix of $\Gamma(2k + 1, k - 2, k + 2, 0)$ and is a $[(2^{k+1})_{k+2}, (2^k)_{k-2}, k+3]_2$-code.

(b) $C_B(\Gamma(2k+1, k, k+2, 1))$ is a $[(2^{k+1})_{k}, (2^k)_{k+1}, k]_2$-code. $C_B(\Gamma(2k+1, k, k+2, 1))$ is the code from an adjacency matrix of the odd graph $\Gamma(2k + 1, k, 0)$ and is a $[(2^k)_k, (2^{k+1})_k, k+1]_2$-code.

(c) $S_{2k+1} \cong (a \ subgroup \ of \ Aut(\Gamma(2k + 1, k, k + 2, 1)))$ and $S_{2k+1} \cong (a \ subgroup \ of \ Aut(C_B(\Gamma(2k + 1, k, k + 2, 1))))$.

(d) $S = \{1, 2k+1\} \cup \{(1, j) : 1 < j \leq 2k+1\}$ is a 2-PD-set of size $2k+1$ for the dual code $C_B(\Gamma(2k + 1, k, k + 2, 1))$.

Note that $C_B(\Gamma(2k + 1, k, k + 2, 1))$ is the row span of $B^T$ for $C_B(\Gamma(2k + 1, k, k + 2, 1))$ and since $\text{rank}_2(B) = \text{rank}_2(B^T)$, the dimensions of the codes are equal as given by $(2^k)$ and $(2^k)$.

The proof of Theorem 4.1, together with further results regarding the graphs we are considering and the codes from these graphs, are given in the sections to follow.

Let $C_B(\Gamma(n, m, l, i))$ denote the binary code from the row span of a $(n)_m \times (l)_i$ biadjacency matrix $B$ of the bipartite graph $\Gamma(n, m, l, i)$ and $C_B(\Gamma(n, m, l, i))$ its dual. Further, let $C(\Gamma(2k + 1, k, 0))$ denote the binary code from the row span of an adjacency matrix of the odd graph $\Gamma(2k + 1, k, 0)$.

4.2 The bipartite graphs $\Gamma(2k+1, k, k+2, 1)$

As expressed in Chapter 3, the following proposition gives a direct relationship between the distance between any two vertices and the size of their intersection. This consequently determines the eccentricities of the vertices and the diameters of the graphs that we are examining.

**Proposition 4.2.** Let $p$ be a positive integer. Let $u, v, x$ and $y$ be distinct vertices of a bipartite graph $\Gamma(2k+1, k, k+2, 1)$ such that $u, v \in \Omega^{(k)}$, $x, y \in \Omega^{(k+2)}$. Then the following hold:
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(a) For $0 \leq p \leq k-1$, $d(u, x) = 2p + 1$ if and only if $|u \cap x| = p + 1$;

(b) For $0 \leq p \leq k$, $d(u, v) = 2p$ if and only if $|u \cap v| = k - p$;

(c) For $0 \leq p \leq k - 1$, $d(x, y) = 2p$ if and only if $|x \cap y| = k + 2 - p$;

(d) The diameter of the graph is $2k$.

Proof. Again, we proceed by induction on $p$ for the first three cases simultaneously using $p = 0$ as a base case.

(a) If $d(u, x) = 1$, by definition, we have $|u \cap x| = 1$. Conversely, if $|u \cap x| = 1$ then $d(u, x) = 1$.

(b) If $d(u, v) = 0$, we have $|u \cap v| = k$. Conversely, if $|u \cap v| = k$ then $u = v$, and hence $d(u, v) = 0$.

(c) If $d(x, y) = 0$, we have $|x \cap y| = k + 2$. Conversely, if $|x \cap y| = k + 2$ then $x = y$, and hence $d(x, y) = 0$.

Suppose the statement holds for $p = r$. We need to show that in (a), (b) and (c) it also holds for $p = r + 1$.

(a) We need to show that $d(u, x) = 2(r + 1) + 1 = 2r + 3$ implies $|u \cap x| = r + 2$. Let $d(u, x) = 2r + 3$. It follows that there exists a path of length $2r + 3$ from $u$ to $x$. Let the path be $u_1 u_2 \cdots u_{2r+1} u_{2r+2} x$. Since it is given that $|u \cap u_2| = k - r, |u_2 \cap x| = 2, |u| = k, |u_2| = k, |x| = k + 2, |u \cup u_2 \cup x| = 2k$, and hence $|u \cap u_2 \cap x|$ is $0, 1$ or $2$.

We use the inclusion-exclusion principle and the three possibilities for $|u \cap u_2 \cap x|$.

When $|u \cap u_2 \cap x| = 0$, we get $|u \cap x| = r$, and this is a contradiction since that case does not arise. When $|u \cap u_2 \cap x| = 1$, we get $|u \cap x| = r + 1$, and this is a contradiction according to the induction hypothesis. When $|u \cap u_2 \cap x| = 2$, we get $|u \cap x| = r + 2$, and the result follows by induction.

Conversely, if $|u \cap x| = r + 2$, we need to show that $d(u, x) = 2r + 3$. Choose a vertex $w$ which is on a path from $u$ to $x$ such that $d(w, x) = 3$. This implies that $|w \cap x| = 2$.
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By the inclusion-exclusion principle we get $|u \cap w| = k - r$, and by the induction hypothesis, $d(u, w) = 2r$. This shows that $d(u, x) = d(u, w) + d(w, x) = 2r + 3$ as required.

(b) We need to show that $d(u, v) = 2(r + 1) = 2r + 2$ implies $|u \cap v| = k - (r + 1)$. Let $d(u, v) = 2r + 2$. It follows that there exists a path of length $2r + 2$ from $u$ to $v$. Let the path be $uu_1u_2\cdots u_{2r+1}v$.

It is given that $|u \cap u_{2r+1}| = r + 1$, $|u_{2r+1} \cap v| = 1$, $|u| = k$, $|u_{2r+1}| = k + 2$, $|v| = k$, $u \cup u_{2r+1} \cup v = \Omega$, and hence $|u \cap u_{2r+1} \cap v|$ is either 0 or 1.

We now use the inclusion-exclusion principle and the two possibilities for $|u \cap u_{2r+1} \cap v|$.

When $|u \cap u_{2r+1} \cap v| = 1$, we get $|u \cap v| = k - r$, and this is a contradiction according to the induction hypothesis. When $|u \cap u_{2r+1} \cap v| = 0$, we get $|u \cap v| = k - (r + 1)$, and the result follows by induction.

Conversely, if $|u \cap v| = k - (r + 1)$, we need to show that $d(u, v) = 2r + 2$. Choose a vertex $w$ which is on a path from $u$ to $v$ such that $d(w, v) = 1$. This implies that $|w \cap v| = 1$.

By the inclusion-exclusion principle we get $|u \cap v| = r + 1$, and by the induction hypothesis $d(u, w) = 2r + 1$. This shows that $d(u, v) = d(u, w) + d(w, v) = 2r + 2$ as required.

(c) We need to show that $d(x, y) = 2(r + 1) = 2r + 2$ implies $|x \cap y| = k + 2 - (r + 1) = k + 1 - r$. Let $d(x, y) = 2r + 2$. It follows that there exists a path of length $2r + 2$ from $x$ to $y$. Let the path be $xx_1x_2\cdots x_{2r}x_{2r+1}y$.

It is given that $|x \cap x_{2r+1}| = r + 1$, $|x_{2r+1} \cap y| = 1$, $|x| = k + 2$, $|x_{2r+1}| = k$, $|y| = k + 2$, $x \cup x_{2r+1} \cup y = \Omega$, and hence $|x \cap x_{2r+1} \cap y|$ is either 0 or 1.

When $|x \cap x_{2r+1} \cap y| = 1$, we get $|x \cap y| = k + 2 - r$, and this is a contradiction according to the induction hypothesis. When $|x \cap x_{2r+1} \cap y| = 0$, we get $|x \cap y| = k + 1 - r$, and the result follows immediately by induction.
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Conversely, if \( |x \cap y| = k + 2 - (r + 1) \), we need to show that \( d(x, y) = 2r + 2 \). Choose a vertex \( w \) which is on a path from \( x \) to \( y \) such that \( d(w, y) = 1 \). This implies that \( |w \cap y| = 1 \).

Here we get \( |x \cap y| = r + 1 \), and by the induction hypothesis \( d(x, w) = 2r + 2 \). This shows that \( d(x, y) = d(x, w) + d(w, y) = 2r + 2 \) as required.

(d) This is a direct consequence of (a), (b) and (c). The diameter is attained when \( k = p \) in (b).

We now consider automorphisms of \( \Gamma(2k + 1, k, k + 2, 1) \). Let \( \alpha \in S_{2k+1} \).

For \( q = k \) or \( k + 2 \), define a map \( \sigma_\alpha : \Omega^{(q)} \to \Omega^{(q)} \) by

\[
\sigma_\alpha(\{x_1, x_2, \ldots, x_q\}) = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_q)\}
\]

to be the natural induced action of \( \alpha \) on \( \Omega^{(q)} \).

In Lemma 4.3 we show that \( \sigma_\alpha \in \text{Aut}(\Gamma(2k + 1, k, k + 2, 1)) \).

**Lemma 4.3.** \( \sigma_\alpha \in \text{Aut}(\Gamma(2k + 1, k, k + 2, 1)) \).

**Proof.** The proof proceeds similarly as the proof done in Lemma 3.4 in Chapter 3.

**Theorem 4.4.** \( S_{2k+1} \cong (a \text{ subgroup of } \text{Aut}(\Gamma(2k + 1, k, k + 2, 1)) \).

**Proof.** The proof proceeds similarly as the proof in Theorem 3.5 in Chapter 3.

In the following section, the main parameters of the binary codes from \( \Gamma(2k + 1, k, k + 2, 1) \), and their duals, are obtained.

### 4.3 Binary codes from biadjacency matrices of the bipartite graphs \( \Gamma(2k + 1, k, k + 2, 1) \)

As alluded in Chapter 2, Equation 2.6, the design that is used to generate the code has \( P = \Omega^{(k+2)} \) as the point set and each point \( X \in \Omega^{(k)} \) has a block \( \overline{X} \) corresponding to it. The block is defined by

\[
\overline{X} = N(X) = \{Y \in \Omega^{(k+2)} ||Y \cap X| = 1\} = \{\{j\} \cup \overline{X} | j \in X\},
\]
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where \( \mathcal{C}X = \Omega - X \).

The block set \( \mathcal{B} \) is defined by

\[
\mathcal{B} = \{ X | X \in \Omega^{\{k\}} \}.
\]

The incidence vector of the block \( X \) is defined by

\[
v^X = \sum_{j \in X} v^{\{j\} \cup \mathcal{C}X}.
\] (4.1)

The incidence vector \( v^X \) is the mapping

\[
v^X : \Omega^{\{k+2\}} \rightarrow \mathbb{F}_2, Y \mapsto \begin{cases} 1 & \text{if } \mathcal{C}X \subset Y \\ 0 & \text{if } \mathcal{C}X \not\subset Y \end{cases}.
\]

Hence for \( Y \in \Omega^{\{k+2\}} \), we have \( v^X(Y) = 1 \) if and only if there is a \( j \in X \) with \( Y = \{j\} \cup \mathcal{C}X \).

For \( X \) labelling a row of the transpose \( B^T \),

\[
\overline{X} = N(X) = \{ Y \in \Omega^{\{k\}} | |Y \cap X| = 1 \} = \{ \{j\} \cup \mathcal{C}X | j \in X \}.
\]

We start by determining bases and dimensions for the codes.

**Lemma 4.5.** Let \( \Omega = \{1, 2, \ldots, 2k + 1\} \). Then

(a) \( S := \{ v^X | X \in \Omega^{\{k\}}, 1 \in X \} \) is a basis for \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) and \( \dim(C_B(\Gamma(2k + 1, k, k + 2, 1))) = \binom{2k}{k-1} \).

(b) \( S := \{ v^X | X \in \Omega^{\{k+2\}}, 1 \in X \} \) is a basis for \( C_B(\Gamma(2k + 1, k + 2, k, 1)) \) and \( \dim(C_B(\Gamma(2k + 1, k + 2, k, 1))) = \binom{2k}{k+1} \).

**Proof.** (a) The only set \( Y \in \Omega^{\{k+2\}} \) with \( 1 \in Y \) and \( Y \) adjacent to \( X \) with \( 1 \in X \) is \( \{1\} \cup \mathcal{C}X \). Then the identity sub-matrix appears in the rows indexed by the \( X \)'s with \( 1 \in X \) and the columns indexed by \( Y \)'s with \( 1 \in Y \). When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{\{k+2\}} \) are arranged by placing first the points...
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\{1, 2, \ldots, k+2\}, \{1, 2, \ldots, k+1, k+3\}, \ldots, \{1, 2, \ldots, k+1, 2k+1\}, \{1, 2, \ldots, k+1, k+2\}, \ldots, \{1, 2, \ldots, k, k+1, 2k+1\}, \ldots, \{1, k+1, k+2, \ldots, 2k+1\}, \ldots, \{1, k+1, k+2, \ldots, 2k+1\},

followed by the remaining points of \( \Omega^{(k+2)} \) in arbitrary order, then a matrix of the form \([I_{(k+1)}\setminus A] \) results.

If \( 1 \notin X_0 \) for \( X_0 \in \Omega^{(k)} \), then since \( \mathbb{C}X_0 \subset Y \) when \( X_0 \) and \( Y \) are adjacent, \( 1 \in Y \), and all the nonzero entries for \( v^{X_0} \) are in those same columns. Such columns are indexed by the sets \( \{x\} \cup \mathbb{C}X_0, x \in X_0 \).

For \( 1 \notin X \in \Omega^{(k)} \), the reader can easily verify that \( v^X = \sum_{y \in X, |y| = k-1} v^{(1)|-y} \). This shows that \( S \) spans \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \). Hence \( S \) is a basis for \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) and \( \dim(C_B(\Gamma(2k + 1, k, k + 2, 1))) = \binom{2k}{k-1} \).

(b) The only set \( Y \in \Omega^{(k)} \) with \( 1 \notin Y \) and \( Y \) adjacent to \( X \) with \( 1 \in X \) is \( \{1\} \cup \mathbb{C}X \). Then the identity sub-matrix appears in the rows indexed by the \( X \)’s with \( 1 \in X \) and the columns indexed by \( Y \)’s with \( 1 \in Y \). When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{(k)} \) are arranged by placing first the points

\{1, 2, \ldots, k\}, \{1, 2, \ldots, k-1, k+1\}, \ldots, \{1, 2, \ldots, k-1, 2k+1\}, \{1, 2, \ldots, k-2, k, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, 2k+1\}, \ldots, \{1, k+2, k+3, \ldots, 2k+1\},

followed by the remaining points of \( \Omega^{(k)} \) in arbitrary order, then a matrix of the form \([I_{(k+1)}\setminus A] \) results.

By a similar argument as in (a), the result follows.

\[\square\]

We now investigate \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) and for this we first consider binary codes generated by the rows of a biadjacency matrix of the bipartite graph \( \Gamma(2k + 1, k - 2, k + 2, 0) \). We take \( \mathcal{P} = \Omega^{(k+2)} \) as the point set of the 1-design \( \mathcal{D} = (\mathcal{P}, \mathcal{B}) \). Each \( A \in \Omega^{(k-2)} \) has a block \( \overline{A} \) corresponding to it. The block is defined by

\( \overline{A} = N(A) = \{B \in \Omega^{(k+2)} | |A \cap B| = 0\} = \{B \in \Omega^{(k+2)} | B \subset \mathbb{C}A\} \).
4.3. Binary codes from biadjacency matrices of the bipartite graphs
\( \Gamma(2k+1, k, k+2, 1) \)

The block set \( \mathcal{B} \) is defined by

\[
\mathcal{B} = \{ \overline{A} | A \in \Omega^{(k-2)} \}.
\]

The incidence vector of the block \( \overline{A} \) is defined by

\[
v^{\overline{A}} = \sum_{B \subseteq \overline{A} \atop |B|=k+2} v^{B}. \tag{4.2}
\]

We also investigate \( C_B(\Gamma(2k+1, k+2, k, 1)) \). To do that we consider binary codes generated by the rows of an adjacency matrix of the odd graph \( \Gamma(2k+1, k, 0) \). Here, for \( A \in \Omega^{(k)} \),

\[
\overline{A} = N(A) = \{ B \in \Omega^{(k)} | A \cap B = 0 \} = \{ B \in \Omega^{(k)} | B \subset \overline{C}A \}.
\]

The incidence vector of the block \( \overline{A} \) for \( A \in \Omega^{(k)} \) is defined by

\[
v^{\overline{A}} = \sum_{B \subseteq \overline{A} \atop |B|=k} v^{B}. \tag{4.3}
\]

The binary codes and their duals from the row span of an adjacency matrix of the odd graph \( \Gamma(2k+1, k, 0) \) were examined in [28] and [30].

We state the following result which gives a basis and the dimension for \( C(\Gamma(2k+1, k, 0)) \). The proof can be found in [30].

**Result 4.6.** [30] Lemma 3.1 Let \( k \geq 2 \) be an integer and \( \Omega = \{1, 2, \ldots, 2k+1\} \). Then \( R := \{ v^{\overline{A}} | A \in \Omega^{(k)} \setminus \{1\} \} \) is a basis for \( C(\Gamma(2k+1, k, 0)) \) and \( \dim(C(\Gamma(2k+1, k, 0))) = \binom{2k}{k} \).

The following lemma gives a basis and the dimension for \( C_B(\Gamma(2k+1, k-2, k+2, 0)) \).

**Lemma 4.7.** Let \( \Omega = \{1, 2, \ldots, 2k+1\} \). Then \( R := \{ v^{\overline{A}} | A \in \Omega^{(k-2)} \setminus \{1\} \} \) is a basis for \( C_B(\Gamma(2k+1, k-2, k+2, 0)) \) and \( \dim(C_B(\Gamma(2k+1, k-2, k+2, 0))) = \binom{2k}{k-2} \).
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\[ \Gamma(2k + 1, k, k + 2, 1) \]

**Proof.** The only set \( B \in \Omega^{(k+2)} \) with \( 1 \notin B \) and \( B \) adjacent to \( A \) with \( 1 \notin A \) is \( \Omega - (A \cup \{1\}) \). Then the identity sub-matrix appears in the rows indexed by the \( A \)'s with \( 1 \notin A \) and the columns indexed by \( B \)'s with \( 1 \notin B \). When the vectors of \( R \) are written in lexicographic order and the points of \( \Omega^{(k+2)} \) are arranged by placing first the points

\[
\{2, 3, \ldots, k+3\}, \{2, 3, \ldots, k+2, k+4\}, \ldots, \{2, 3, \ldots, k+2, 2k+1\}, \{2, 3, \ldots, k+1, k+2, k+3\}, \ldots, \{2, 3, \ldots, k+1, 2k, 2k+1\}, \ldots, \{2, k+1, k+2, \ldots, 2k+1\}, \ldots, \{k, k+1, \ldots, 2k+1\},
\]

followed by the remaining points of \( \Omega^{(k+2)} \) in arbitrary order, then a matrix of the form \([I_{2k-2}/E]\) results.

If \( 1 \in A_0 \) for \( A_0 \in \Omega^{(k-2)} \), then since \( B \subseteq \mathcal{C}A_0 \) when \( A_0 \) and \( B \) are adjacent, \( 1 \notin B \), and all the non-zero entries for \( v^{\mathcal{A}_0} \) are in those same columns. Such columns are indexed by the sets \( \Omega - (A_0 \cup \{a\}) \), \( a \in \mathcal{C}A_0 \).

For \( 1 \in A \in \Omega^{(k-2)} \), the reader can easily verify that \( v^{\mathcal{A}} = \sum_{y = A \cap \{1\}} v^{\mathcal{F} \cap y} \). This shows that \( R \) spans \( \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \). Hence \( R \) is a basis for \( \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \) and \( \dim(\mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0))) = \binom{2k-2}{k-2} \). \( \square \)

**Lemma 4.8.** (a) \( \mathcal{C}_B(\Gamma(2k+1, k, k+2, 1)) = \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \).
(b) \( \mathcal{C}_B(\Gamma(2k+1, k+2, k, 1)) = \mathcal{C}(\Gamma(2k+1, k, 0)) \).

**Proof.** (a) We first show that \( \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \subseteq \mathcal{C}_B(\Gamma(2k+1, k, k+2, 1)) \). To do this we consider the standard inner product

\[ (v^X, v^\mathcal{F}) = \sum_{j \in X} v^j \cdot \mathcal{F}_X, \sum_{B \subseteq \mathcal{C}A, |B|=k+2} v^B \]

in \( \mathcal{C}_B(\Gamma(2k+1, k, k+2, 1)) \) and \( \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \) respectively. If \( |X \cap A| = k-2 \), then the two vectors are only incident with the two points \( X' \cup \{b\} \) and \( X' \cup \{b'\} \) where \( \{b, b'\} = X - A \) and \( X' = \mathcal{C}X \) and with no other points.

On the other hand, if \( |X \cap A| \neq k-2 \), then \( v^X \) and \( v^\mathcal{F} \) are not commonly incident with any points.

Hence the standard inner product \( (v^X, v^\mathcal{F}) = 0 \) in all cases. Hence \( \mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0)) \subseteq \mathcal{C}_B(\Gamma(2k+1, k, k+2, 1)) \). Since in addition, \( \dim(\mathcal{C}_B(\Gamma(2k+1, k-2, k+2, 0))) = \binom{2k}{k-2} = \binom{2k+1}{k+2} - \binom{2k}{k-1} = \frac{2k}{k-1} \) results.
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\[
\binom{2k+1}{k+2} - \dim(C_B(\Gamma(2k+1, k, k+2, 1))), \text{ it follows that } C_B(\Gamma(2k+1, k, k+2, 1))^\perp = C_B(\Gamma(2k + 1, k - 2, k + 2, 0)).
\]

(b) By a similar argument as the one used in (a), the result follows.

The following result gives the minimum weight for \( C(\Gamma(2k + 1, k, 0)) \). The proof can be found in [30].

**Result 4.9.** [30, Lemma 3.2] Let \( k \geq 2 \) be an integer. Then \( C(\Gamma(2k + 1, k, 0)) \) has minimum weight \( k + 1 \).

The following lemmas give the minimum weight for the codes \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \), \( C_B(\Gamma(2k + 1, k + 2, k, 1)) \) and \( C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp \). The proofs proceed as in [58, Proposition 4].

**Lemma 4.10.** (a) \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) has minimum weight \( k \) and a basis of minimum weight vectors.

(b) \( C_B(\Gamma(2k + 1, k + 2, k, 1)) \) has minimum weight \( k + 2 \) and a basis of minimum weight vectors.

**Proof.** (a) Let \( \mathcal{B} = \{\text{Supp}(v^\mathcal{A}) | v^\mathcal{A} \in C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp\} \). Then \( \mathcal{D} = (\mathcal{P}, \mathcal{B}) \) is a 1-\((\binom{2k+1}{k+2}, k+3, k-1)\) design, where \( k - 1 \) is the number of blocks through a point. The number of blocks of \( \mathcal{B} \) through two distinct points \( P \) and \( Q \) can have one of \( k - 1 \) values, \( \lambda_3, \lambda_4, \ldots, \lambda_{k+1} \), depending on the size of \( P \cap Q \). Note that the size of \( P \cap Q \) cannot be less than three. For a given point \( P \in \Omega^{(k+2)} \),

- if \( 3 \leq |P \cap Q| < k + 1 \), then there are no blocks \( (\lambda_3, \lambda_4, \ldots, \lambda_k = 0) \) passing through \( P \) and \( Q \).
- if \( |P \cap Q| = k + 1 \), then there is one block \( (\lambda_{k+1} = 1) \) passing through \( P \) and \( Q \).

A point \( Q \) distinct from \( P \) a point is of type-\( i \) if \( |P \cap Q| = i \), for \( i = 3, 4, \ldots, k + 1 \). Now let \( S \) be the support of \( c \in C_B(\Gamma(2k + 1, k, k + 2, 1)) \), \( |S| = s \), and let \( P \in S \). Let \( z_i \), for \( i = 0 \) to \( k + 3 \), be the number
of blocks of $\mathcal{B}$ that pass through $P$ and meet $S$ in $i$ points. Then $z_0 = z_1 = 0$ and $\sum_{i=2}^{k+3} z_i = k - 1$. Suppose there are $m_3$ points of $S \setminus \{P\}$ of type-3, i.e. on $\lambda_3$ blocks with $P$, $m_4$ points of type-4, i.e. on $\lambda_4$ blocks with $P$, ..., $m_{k+1}$ points of type-$(k+1)$, i.e. on $\lambda_{k+1}$ blocks with $P$. Then counting incidences gives

$$\sum_{i=2}^{k+3} (i - 1)z_i = \lambda_3 m_3 + \lambda_4 m_4 + \cdots + \lambda_{k+1} m_{k+1},$$

where $s - 1 = m_3 + m_4 + \cdots + m_{k+1}$. Hence

$$k - 1 = \sum_{i=2}^{k+3} z_i \leq \sum_{i=2}^{k+3} (i - 1)z_i \leq (m_3 + m_4 + \cdots + m_{k+1}) \lambda_{k+1} = (s - 1),$$

and hence $s \geq k$.

Since the incidence vectors in $C_B(\Gamma(2k+1, k, k+2, 1))$ have weight $k$, the minimum weight is $k$, and $C_B(\Gamma(2k+1, k, k+2, 1))$ has a basis of minimum weight vectors.

(b) Let $\mathcal{B} = \{\text{Supp}(v) | v \in C_B(\Gamma(2k+1, k, k+2, 1))\}$. Then $\mathcal{D} = (\mathcal{P}, \mathcal{B})$ is a 1-($\binom{k+1}{k}$, $k+1, k+1$) design, where $k+1$ is the number of blocks through a point. The number of blocks of $\mathcal{B}$ through two distinct points $P$ and $Q$ can have one of $k$ values, $\lambda_0, \lambda_1, \ldots, \lambda_{k-1}$, depending on the size of $P \cap Q$. For a given point $P \in \Omega^{(k)}$,

- if $0 \leq |P \cap Q| < k - 1$, then there are no blocks ($\lambda_0, \lambda_1, \ldots, \lambda_{k-2} = 0$) passing through $P$ and $Q$.
- if $|P \cap Q| = k - 1$, then there is one block ($\lambda_{k-1} = 1$) passing through $P$ and $Q$.

The proof proceeds exactly as in (a).
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**Lemma 4.11.** \(C_B(\Gamma(2k + 1, k, k + 2, 1))^{\perp}\) has minimum weight \(k + 3\) and a basis of minimum weight vectors.

**Proof.** Let \(B = \{\text{Supp}(\nu^X) | \nu^X \in C_B(\Gamma(2k + 1, k - 2, k, 2, 0))^{\perp}\}\). Then \(D = (P, B)\) is a 1-\((\binom{2k + 1}{k} + 1, k, k + 2)\) design, where \(k + 2\) is the number of blocks through a point. The proof the proceeds exactly as in Lemma 4.10(a).

In the following lemma we focus on the relationship between the codes and their duals by using the \(j\)-vector.

**Result 4.12.** \[30, Lemma 3.8\] If \(k\) is even, then \(j \in C(\Gamma(2k + 1, k, 0))\); otherwise \(j \in C(\Gamma(2k + 1, k, 0))^{\perp}\). Moreover \(C(\Gamma(2k + 1, k, 0))^{\perp} = \mathbb{F}_2^{(2k + 1)}\) for all \(k \geq 2\).

**Lemma 4.13.** If \(k\) is odd then \(j \in C_B(\Gamma(2k + 1, k, k + 2, 1))\); otherwise \(j \in C_B(\Gamma(2k + 1, k, k + 2, 1))^{\perp}\). Moreover \(C_B(\Gamma(2k + 1, k, k + 2, 1))^{\perp}\) is neither self-dual nor self-orthogonal.

**Proof.** By Equation 4.1

\[
\sum_{X \subseteq \Omega \setminus \{1\}} \nu^{(1)}_{\Omega \setminus \{1\} \cup X} = \sum_{X \subseteq \Omega \setminus \{1\}} \sum_{X' = \Omega \setminus \{1\} \cup X} \nu^{(1)}_{X' \cup X} + \sum_{X \subseteq \Omega \setminus \{1\}} \nu^{\emptyset} X
\]

\[
= \binom{k}{k - 1} \sum_{X'' \subseteq \Omega \setminus \{1\}} \nu^{X''} + \sum_{X \subseteq \Omega \setminus \{1\}} \nu^{\emptyset} X \quad (4.4)
\]

where \(\emptyset X = \Omega \setminus X\).

Similarly, by Equation 4.2

\[
\sum_{X \subseteq \Omega \setminus \{1\}} \nu^X = \sum_{X \subseteq \Omega \setminus \{1\}} \sum_{X' = \Omega \setminus \{1\} \cup X} \nu^{(1)}_{X' \cup X} + \sum_{X \subseteq \Omega \setminus \{1\}} \nu^{\emptyset(1) \cup X}
\]

\[
= \binom{k + 2}{k + 1} \sum_{X'' \subseteq \Omega \setminus \{1\}} \nu^{(1)}_{X''} + \sum_{X \subseteq \Omega \setminus \{1\}} \nu^{\emptyset(1) \cup X} \quad (4.5)
\]

http://etd.uwc.ac.za
4.3. Binary codes from biadjacency matrices of the bipartite graphs
\( \Gamma(2k + 1, k, k + 2, 1) \)

where \( \tilde{C}(\{1\} \cup X) = \Omega \setminus (\{1\} \cup X) \).

Now if \( k \) is odd, then \( k + 3 \) is even, and by Equations 4.4 and 4.5. \( j \in C_B(\Gamma(2k + 1, k, k + 2, 1)) \). On the other hand if \( k \) is even then \( j \in C_B(\Gamma(2k + 1, k, k + 2, 1)) \).

Alternatively, if \( k \) is odd, then since each basis vector \( v^{\overline{X}}, A \in \Omega^{(k-2)}, 1 \notin A \), in \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) has even weight, \( j \) is orthogonal to each, and by linearity of the standard inner product, to each vector in \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \). Hence \( j \in C_B(\Gamma(2k + 1, k, k + 2, 1)) \). If \( k \) is even, then since each basis vector \( v^{\overline{X}}, A \in \Omega^{(k)}, 1 \in X \), in \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) has even weight, \( j \) is orthogonal to each vector in \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \). Hence \( j \in C_B(\Gamma(2k + 1, k, k + 2, 1)) \).

In order to determine whether \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \subseteq C_B(\Gamma(2k + 1, k, k + 2, 1)) \) consider \((v^{\overline{X}}, v^{\overline{X}}), X, X' \in \Omega^{(k)} \) of any two incidence vectors \( v^{\overline{X}} \) and \( v^{\overline{X}}' \) in \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \). Now if \( X \) and \( X' \) have \( k \) elements in common, then \( v^{\overline{X}} \) and \( v^{\overline{X}}' \) are commonly incident at one point and hence \((v^{\overline{X}}, v^{\overline{X}}') = 1 \), and \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \nsupseteq C_B(\Gamma(2k + 1, k, k + 2, 1)) \)

Neither is \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \nsupseteq C_B(\Gamma(2k + 1, k, k + 2, 1)) \), since for \( A, A' \in \Omega^{(k-2)}, (v^{\overline{X}}, v^{\overline{X}}') = 1 \) if \( A \) and \( A' \) have \( k-3 \) elements in common. Alternatively, it could be argued that \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \nsupseteq C_B(\Gamma(2k + 1, k, k + 2, 1)) \) since \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) have vectors of weight \( k \) and \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \) does not. It is clear from above that \( j \notin \text{Hull}(C_B(\Gamma(2k + 1, k, k + 2, 1))) \).

The following result gives the automorphism group of \( C(\Gamma(2k + 1, 0)) \).

The proof can be found in [30].

**Result 4.14.** [30; Proposition 3.11] Let \( k \geq 2 \) be an integer. Then the automorphism group of \( C(\Gamma(2k + 1, k, 0)) \) is \( S_{2k+1} \).

We now consider automorphisms of the code \( C_B(\Gamma(2k + 1, k, k + 2, 1)) \).

We recall the definition of \( \sigma_\alpha \) preceding Lemma 4.3 let \( \alpha \in S_{2k+1} \), and for \( q = k \) or \( k + 2 \), \( \sigma_\alpha : \Omega^{(q)} \rightarrow \Omega^{(q)} \) is defined by

\[
\sigma_\alpha(\{x_1, x_2, \ldots, x_q\}) = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_q)\}.
\]

The following are the analogies of Lemma 4.3 and Theorem 6.12.
4.4 Permutation decoding sets for the dual codes

Lemma 4.15. $\sigma_\alpha \in \text{Aut}(C_B(\Gamma(2k+1,k,k+2,1)))$.

Proof. Since $\sigma_\alpha$ acts on both $\Omega^{(k)}$ and $\Omega^{(k+2)}$, it acts on the union of these sets. $\sigma_\alpha$ is clearly one-to-one and onto. It is also easy to see that for $Y \in \Omega^{(k+2)}, X \in \Omega^{(k)}$, if $Y \in \text{Supp}(v^X)$, then $\sigma_\alpha(Y) \in \text{Supp}(v^{\sigma_\alpha(X)})$. Hence $\sigma_\alpha \in \text{Aut}(C_B(\Gamma(2k+1,k,k+2,1)))$, and $\sigma_\alpha$ preserves the weight classes of $C_B(\Gamma(2k+1,k,k+2,1))$. \hfill \qed

Theorem 4.16. $S_{2k+1} \cong (\text{a subgroup of}) \ \text{Aut}(C_B(\Gamma(2k+1,k,k+2,1)))$.

Proof. In this case $\alpha \in S_{2k+1}$ induces an automorphism $\sigma_\alpha$ of the code $C_B(\Gamma(2k+1,k,k+2,1))$. The proof then proceeds exactly as in Theorem 4.14. \hfill \qed

In the next section, we consider permutation decoding sets for the codes and their duals.

4.4 Permutation decoding sets for the dual codes

We start by giving a result for a 2-PD-set for $C(\Gamma(2k+1,k,0))$. The proof can be found in [30].

Result 4.17. [30] Theorem 4.2] Let $k \geq 4$ be an integer and $\Omega = \{1, 2, \ldots, 2k+1\}$. Let $\mathcal{I}$ denote the set

\[\{1, 2, \ldots, k-1, k+1\}, \{1, 2, \ldots, k-1, k+2\}, \ldots, \{1, 2, \ldots, k-1, 2k+1\}, \{1, 2, \ldots, k-1, k, 2k+1\}, \ldots, \{1, k+2, k+3, \ldots, 2k-1, 2k+1\}, \ldots, \{k+1, k+2, \ldots, 2k-1, 2k+1\}\]

Then

\[S = \{(k-1+i,k+j)(k-1+i',k+j') : 0 \leq i \leq j \leq k+1, 0 \leq i' \leq j' \leq k+1\}\]

is a 2-PD-set of size $(k+3)^2$ for $C(\Gamma(2k+1,k,0))$ with $\mathcal{I}$ as the information set.
4.4. Permutation decoding sets for the dual codes

In Lemma 4.5(a) the set $S := \{v^X | X \in \Omega^{(k)}, 1 \in X\}$ has been identified as a basis for $C_B(\Gamma(2k + 1, k, k + 2, 1))$. Using the information set from $S$, namely $\{Y \in \Omega^{(k+2)}, 1 \in X\}$, the error-correcting capability for $C_B(\Gamma(2k + 1, k, k + 2, 1))$ is limited: if errors occur at two information symbols where the union of the the symbols as $(k+2)$-subsets gives the whole set $\Omega$, then there is no automorphism of $C_B(\Gamma(2k + 1, k, k + 2, 1))$ which will map the errors into the check positions. Alternatively, we consider the error-correcting capability of $C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp = C_B(\Gamma(2k + 1, k - 2, k + 2, 0))$. The information positions are given in Lemma 4.11. From Lemma 4.11 we deduce that the code is able to correct $t = \lfloor \frac{k+2}{2} \rfloor$ errors. The following proposition gives a 2-PD-set for $C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp$.

**Proposition 4.18.** Let $\Omega = \{1, 2, \ldots, 2k + 1\}$. Let $I$ denote the set

$$\{\{2, 3, \ldots, k + 3\}, \{2, 3, \ldots, k + 2, k + 1\}, \ldots, \{2, 3, \ldots, k + 4\}, \ldots, \{2, 3, \ldots, k + 1, 2k, 2k + 1\}, \ldots, \{2, k + 1, \ldots, 2k + 1\}, \{3, 4, \ldots, k + 3\}, \ldots, \{3, k + 1, \ldots, 2k + 1\}, \ldots, P_{(2k+1)} = \{k, k + 1, \ldots, 2k + 1\}\}.$$

Then

$$S = \{1s_{2k+1}\} \cup \{(1, j) : 1 < j \leq 2k + 1\}$$

is a 2-PD-set for $C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp$ of size $2k + 1$ with $I$ as the information set.

**Proof.** Let $C = P \setminus I$ denote the check set for $C_B(\Gamma(2k + 1, k, k + 2, 1))^\perp$. Then

$$C = \{\{1, 2, \ldots, k + 2\}, \{1, 2, \ldots, k + 1, k + 3\}, \ldots, \{1, 2, \ldots, k + 1, 2k + 1\}, \{2, 2, \ldots, k + 2, k + 3\}, \ldots, \{1, 2, \ldots, k, k + 2, k + 1\}, \ldots, P_{(2k+1)} = \{1, k + 1, \ldots, 2k + 1\}\}.$$

We need a set $S$ of elements of $S_{2k+1}$ such that every 2-subset of $P$ is moved by some element of $S$ into the check set.

Suppose that the $2 \leq \lfloor \frac{k+2}{2} \rfloor$ errors occur at $E = \{e_1, e_2, \ldots, e_{k+2}\}, \{e'_1, e'_2, \ldots, e'_{k+2}\}$: $e_1 < e_2 \ldots < e_{k+2}, e'_1 < e'_2 \ldots < e'_{k+2}$.

Case (i) $E \subseteq C$. Then we will use the identity element $1s_{2k+1}$ to keep the error positions fixed in the check set.
Case (ii) $\mathcal{E} \subseteq \mathcal{I}$. Then we will use the transposition $\sigma = (1, j)$ where $j \in \{e_1, e_2, \ldots, e_{k+2}\} \cap \{e'_1, e'_2, \ldots, e'_{k+2}\}$, to map the error positions to $\mathcal{C}$.

Case (iii) $\mathcal{E} \subseteq \mathcal{I} \cup \mathcal{C}$, $\mathcal{E} \cap \mathcal{I} \neq \emptyset$, $\mathcal{E} \cap \mathcal{C} \neq \emptyset$. Then the transposition $\sigma = (1, j)$ where $j \in \{e_1, e_2, \ldots, e_{k+2}\} \cap \{e'_1, e'_2, \ldots, e'_{k+2}\}$, will map the error position in $\mathcal{E} \cap \mathcal{I}$ to $\mathcal{C}$ and keep the one in $\mathcal{E} \cap \mathcal{C}$ fixed.
Chapter 5

Automorphism groups of graph covers and uniform subset graphs

5.1 Introduction

The uniform subset graphs $\Gamma(2^k, k, k - 1)$ have been investigated elsewhere as Johnson graphs (see [85]). In this chapter, we determine the automorphism groups of the Johnson graph $\Gamma(2^k, k, k - 1)$ and that of the uniform subset graph $\Gamma(2^k, k, 1)$. We apply the technique of graph covers and their corresponding quotients to determine the automorphism groups of these graphs. This answers a conjecture posed by Mark Ramras and Elizabeth Donovan in [85]. They conjectured that $\text{Aut}(\Gamma(2^k, k, k - 1)) \cong S_{2^k} \times < T >$, where $T$ is the complementation map $X \mapsto T(X) = X^c = \{1, 2, \ldots, 2^k\} \setminus X$, and $X \in \Omega^{(k)}$.

It is essential to explore the automorphism group of the graph $\Gamma(2^k, k, 1)$ since we consider codes from this graph in the next chapter. In addition we also consider the graph $\Gamma(2^k, k, k - 1)$ to resolve the conjecture above.
5.2 Some properties of the uniform subset graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k-1)$

It is easy to see that the uniform subset graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k-1)$ are regular with $\binom{2k}{k}$ vertices. In both cases, the valency is $\binom{k}{1} \binom{k}{k-1} = k^2$. In general, these graphs are not strongly regular as can be seen from their diameters. One exception is $\Gamma(4, 2, 1)$ in which any two adjacent vertices are commonly adjacent to two vertices, and any two non-adjacent vertices are commonly adjacent to four vertices. As it has been alluded to in Chapter 2, Proposition 2.26, uniform subset graphs are in general vertex- and edge-transitive, as the symmetric group $S_n$, in its natural action, induces a transitive action both on its vertex- and edge-set.

As alluded to, $S_n$ in its natural action imbeds into the automorphism group of $\Gamma(n, k, i)$ in the following way:

Let $\alpha \in S_n$. Define a map $\sigma_\alpha : \Omega^{(k)} \rightarrow \Omega^{(k)}$ by

$$\sigma_\alpha(\{x_1, x_2, \ldots, x_k\}) = \{\alpha(x_1), \alpha(x_2), \ldots, \alpha(x_k)\},$$

the natural induced action of $\alpha$ on $\Omega^{(k)}$. As has been observed, this action induces automorphisms of the graphs.

**Lemma 5.1.** $\sigma_\alpha \in \text{Aut}(\Gamma(n, k, i))$.

**Proof.** Since $\sigma_\alpha$ acts on $\Omega^{(k)}$, $\sigma_\alpha$ is clearly one-to-one and onto. It is also easy to see that $\sigma_\alpha$ preserves adjacency of the graph. Hence $\sigma_\alpha \in \text{Aut}(\Gamma(n, k, i))$. \hfill \Box

**Theorem 5.2.** $S_n \cong (a \text{ subgroup of } ) \text{ Aut}(\Gamma(n, k, i))$.

**Proof.** The proof is similar to one in Theorem 3.5 in Chapter 3. \hfill \Box

It is surprisingly difficult to determine the full automorphism groups of uniform subset graphs. Amongst its many classes, it has only been determined that $\text{Aut}(\Gamma(2k+1, k, 0))$, the automorphism group of the so called Odd graphs, is $S_{2k+1}$, and more recently, Ramras and Donovan proved that $\text{Aut}(\Gamma(n, k, k-1)), n \neq 2k$ coincides with $S_n$. 
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For a graph $\Gamma$, $x \in V(\Gamma)$, we set $\Gamma_i(x) := \{y \in V(\Gamma) | \delta(x, y) = i\}$ and $\epsilon(x) = \max\{\delta(x, y) | y \in V(\Gamma)\}$, where $\delta$ is the usual shortest distance path in $\Gamma$. Let $\mathcal{P}$ be a partition of $V(\Gamma)$. By the quotient graph $\Gamma/\mathcal{P}$ is meant the graph with

$$V(\Gamma/\mathcal{P}) := \mathcal{P};$$

$$\{X,Y\} \in E(\Gamma/\mathcal{P}) \iff X \neq Y \text{ and } \{x,y\} \in E(\Gamma) \text{ for some } x \in X, y \in Y.$$

A graph $\Gamma$ is said to be antipodal if the collection of sets $\{x\} \cup \Gamma_{\epsilon(x)}(x)$ is a partition of $V(\Gamma)$.

For a graph $\Gamma$ and $A \subset V(\Gamma)$, the minimum distance of $A$ is defined by $\delta(A) := \min_{x,y \in A, x \neq y} \delta(x, y)$.

### 5.3 Automorphisms of graph covers

In order to determine the automorphism groups of the graphs in question, we employ Hofmeister’s [51] strategy. He determines the automorphism group of a graph cover by first looking at the quotient (folded) graph. The key observation in analysing the automorphism group of the cover is in understanding the interplay between automorphisms of the cover and their corresponding quotient.

**Definition 5.3.** Let $\Gamma$ and $\Delta$ be graphs. $\Delta$ is called an $r$-cover of $\Gamma$ if there is an epimorphism $\rho : \Delta \to \Gamma$, called the covering projection, such that

(i) $|\rho^{-1}(x)| = r$, for every $x \in V(\Gamma)$;

(ii) $\rho$ bijectively sends $\Delta_1(x)$ to $\Gamma_1(\rho(x))$ for each $x \in V(\Gamma)$.

The graph $\Gamma$ is called the **fold** of $\Delta$.

Gross and Tucker [46] have shown that graph covers arise from permutation voltage graphs so that the consideration of the former amounts to focussing on the later. Permutation voltage graphs are defined as follows.

For a graph $\Gamma$, let $A(\Gamma)$ be the arc set of the corresponding symmetric digraph. A permutation voltage assignment in a symmetric group $S_r$ for $\Gamma$
is a mapping \( f : A(\Gamma) \to S_r \) such that \( f((x,y)) = (f((y,x)))^{-1} \), for any arc \((x,y)\) in \( A(\Gamma) \).

Given a graph \( \Gamma \) and a permutation voltage assignment \( f \), the derived graph \( \Gamma_f \) is the graph with

\[
V(\Gamma_f) = V(\Gamma) \times \{1, 2, \ldots, r\};
\]

\[
\{(x,i), (y,j)\} \in E(\Gamma_f) \iff \{x, y\} \in E(\Gamma), (f(x,y))i = j.
\]

Gross and Tucker’s reductions, as alluded to, is the content of the following two results.

**Theorem 5.4.** [46] Let \( \Gamma \) be a graph and \( f : A(\Gamma) \to S_r \), a permutation voltage assignment. Then the natural projection \( \rho_f : \Gamma_f \to \Gamma \) (sending vertex \((u, i)\) of \( \Gamma_f \) to vertex \( u \) of \( \Gamma \)) is an \( r \)-fold covering projection.

**Theorem 5.5.** [46] Let \( \rho : \Delta \to \Gamma \) be an \( r \)-fold covering projection. Then there is an assignment \( f \) of voltages in the symmetric group \( S_r \) for \( \Gamma \) such that the covering projections \( \rho \) and \( \rho_f \) are isomorphic with respect to the trivial automorphism.

It is in the context of permutation voltage graphs that Hofmeister [51] considered the interplay between the automorphisms of graph covers and their corresponding quotient graphs. The essence of this interplay is in the following: Let \( H \leq \text{Aut}(\Gamma) \) be a group of automorphisms of the graph \( \Gamma \). An \( H \)-automorphism of a covering projection \( \rho : \Delta \to \Gamma \) is a pair \((\varphi, \psi)\), consisting of an automorphism \( \varphi \in H \) and an automorphism \( \psi : \Delta \to \Delta \), such that \( \varphi \rho = \rho \psi \).

As a generalisation, we consider \( r \)-coverings that are defined by semi-regular automorphisms in vertex-transitive graphs. A semi-regular element of an automorphism group of a graph is a non-identity element having all cycles of equal length in its cycle decomposition. In the case of vertex-transitive graphs admitting a semi-regular automorphism, the following generalises antipodal coverings.

**Lemma 5.6.** Let \( \Gamma \) be a vertex-transitive graph. Let \( \sigma \) be a semi-regular automorphism of \( \Gamma \) such that the orbits of \( \sigma \) partition \( V(\Gamma) \) in such a way that for each cell \( X, \delta(X) > 2 \). Then the natural projection \( f : \Gamma \to \Gamma/\sigma \)
defined by \( x \mapsto X, x \in X \), is a covering, where \( \Gamma/\sigma \) is the partition induced by \( \sigma \).

**Proof.** That \( |f^{-1}(x)| = r \), for some fixed positive integer \( r \), is an immediate consequence of semi-regularity of \( \sigma \).

For any \( y, z \in N(x), y \neq z \), the cell containing \( y \) is distinct from the cell containing \( z \), since \( \delta(X) \geq 2 \). Therefore \( |N(X)| \geq |N(x)| \) and by vertex transitivity \( |N(X)| = |N(x)| \).

The critical issue Hofmeister [51] observed is the result we generalise to graph covers in Lemma 5.6. In this context, the result below follows from the fact that graph automorphisms are distance-preserving.

**Theorem 5.7.** Let \( \Gamma \) be a vertex transitive graph. Let \( \sigma \) be a semi-regular automorphism of \( \Gamma \) such that the orbits of \( \sigma \) partition \( V(\Gamma) \) in such a way that for each cell \( X, \delta(X) > 2 \). Let \( \rho : \Gamma \to \Gamma/\sigma \) be a covering projection and \( \psi \) an automorphism of \( \Gamma \). Then there is an automorphism \( \varphi \) of \( \Gamma/\sigma \) such that \( \varphi \rho = \rho \psi \), where \( \Gamma/\sigma \) is the quotient induced by \( \sigma \).

Following Hofmeister [51], we let the group \( S_{r}^{V(\Gamma)} \) act on the set of permutation voltage assignments in \( S_{r} \) for any \( \Gamma \) by \( \Pi(f(x, y)) = \pi_{y}^{-1} f(x, y) \pi_{x} \) where \( \Pi = (\pi_{u})_{u \in V(\Gamma)} \). The stabilizer of \( f \) under this action will be denoted by \( \text{Fix}(\Gamma, f) \).

In this generalised context, we recoup Hofmeister’s characterisation of the automorphism groups of graph covers with respect to those of the corresponding quotient graphs and furthermore the argument of the proof of Theorem 5 in [51] holds.

**Theorem 5.8.** Let \( \Gamma \) be a vertex transitive graph. Let \( \sigma \) be a semi-regular automorphism of \( \Gamma \) such that the orbits of \( \sigma \) partition \( V(\Gamma) \) in such a way that for each cell \( X, \delta(X) > 2 \). Then there is a short exact sequence

\[
1 \to \text{Fix}(\Gamma, f) \to \text{Aut}(\Gamma_{f}) \to \text{Aut}(\Gamma)_{f} \to 1.
\]

### 5.4 Automorphisms of \( \Gamma(2k, k, k-1) \) and \( \Gamma(2k, k, 1) \)

We now show that the graphs \( \Gamma(2k, k, k-1) \) and \( \Gamma(2k, k, 1) \) are covers of a graph from which one can determine their automorphism groups. Using
5.4. Automorphisms of $\Gamma(2k, k, k - 1)$ and $\Gamma(2k, k, 1)$

Theorem 5.8, we determine these automorphism groups.

Now, consider $\sigma : V(\Gamma(2k, k, i)) \to V(\Gamma(2k, k, i))$, $i = 1, k - 1$ defined by

$$\sigma(X) = \Omega \setminus X. \quad (5.1)$$

It is easy to see that $\sigma$ is an automorphism of $\Gamma(2k, k, i)$. Moreover, $\delta(X, \Omega \setminus X) = \epsilon(X)$ if $i = k - 1$ and $\delta(X, \Omega \setminus X) = 3$ if $i = 1$. Hence we have the following:

**Corollary 5.9.** $\Gamma(2k, k, i), i = 1, k - 1$ are covers of $\Gamma(2k, k, i)/\sigma$.

To determine the automorphism groups of $\Gamma(2k, k, k - 1)$ and $\Gamma(2k, k, 1)$, it is sufficient to determine the automorphism groups of $\Gamma(2k, k, i)/\sigma, i = 1, k - 1$.

Now, as for $\Gamma(2k, k, i)/\sigma, i = 1, k - 1$, we have the following.

**Lemma 5.10.** Let $\sigma$ be the map defined in Equation 5.1. Then

(i) $S_{2k} \cong$ (a subgroup of) $\text{Aut}(\Gamma(2k, k, i)/\sigma), i = 1, k - 1$.

(ii) $\text{Aut}(\Gamma(2k, k, i)/\sigma), i = 1, k - 1$ is vertex-transitive.

**Proof.** (i) Let $X = \{A, B\} \in V(\Gamma(2k, k, i)/\sigma)$. The symmetric group $S_{2k}$ acts on $V(\Gamma(2k, k, i)/\sigma)$ by $\theta(X) = \{\theta(A), \theta(B)\}$, where $\theta \in S_{2k}$. Moreover $\theta$ preserves the size of intersections. Hence $S_{2k} \cong$ (a subgroup of) $\text{Aut}(\Gamma(2k, k, i)/\sigma), i = 1, k - 1$.

(ii) Let $\{\{a_1, a_2, \ldots, a_k\}, \{b_1, b_2, \ldots, b_k\}\}, \{\{a'_1, a'_2, \ldots, a'_k\}, \{b'_1, b'_2, \ldots, b'_k\}\} \in V(\Gamma(2k, k, i)/\sigma)$. Then the permutation $\alpha = \begin{pmatrix} a_1 & a_2 & \cdots & a_k & b_1 & b_2 & \cdots & b_k \\ a'_1 & a'_2 & \cdots & a'_k & b'_1 & b'_2 & \cdots & b'_k \end{pmatrix}$

takes $\{\{a_1, a_2, \ldots, a_k\}, \{b_1, b_2, \ldots, b_k\}\}$ to $\{\{a'_1, a'_2, \ldots, a'_k\}, \{b'_1, b'_2, \ldots, b'_k\}\}$ and hence $S_{2k}$ acts transitively on $\Gamma(2k, k, i)/\sigma, i = 1, k - 1$. \hfill $\square$

We now determine the automorphism group of $\Gamma(2k, k, i)/\sigma, i = 1, k - 1$.

**Theorem 5.11.** $\text{Aut}(\Gamma(2k, k, i)/\sigma) \cong S_{2k}$.

**Proof.** Let $X = \{\{1, 2, \ldots, k\}, \{k + 1, k + 2, \ldots, 2k\}\}$. Since the graph $\Gamma(2k, k, i)/\sigma$ is vertex-transitive, to determine the order of the group, by the orbit-stabilizer
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Theorem, it is sufficient to determine the order of the stabilizer $\text{Stab}(X)$ of $X$.

Set $A = \{1, 2, \ldots, k\}, B = \{k + 1, k + 2, \ldots, 2k\}$. Let $i \in A$ and $j \in B$. Then the set $C_i$ of vertices of the form $C_i = \{i\} \cup (B \setminus \{j\})$, $(A \setminus \{i\}) \cup \{j\}$ defines a distinct clique for each fixed $i \in A$ in $\Gamma(2k, k, i)/\sigma$. Hence there is a 1-1 correspondence between the set of cliques $C = \{C_i : i = 1, 2, \ldots, k\}$ and $A$.

Now any automorphism in $\text{Stab}(X)$ that fixes $C = \{C_i : i = 1, 2, \ldots, k\}$ induces a permutation of $S_A$.

Similarly the set $D_j$ of $k$ vertices of the form $D_j = \{j\} \cup (A \setminus \{i\})$, $(B \setminus \{j\}) \cup \{i\}$ defines a distinct clique for each fixed $j \in B$ in $\Gamma(2k, k, i)/\sigma$. By a similar argument any automorphism that fixes $D = \{D_i : i = k + 1, k + 2, \ldots, 2k\}$ induces as well a permutation of $S_B$.

It is easy to see that any automorphism in $\text{Stab}(X)$ must either fix cliques in $C$ or interchange them with those in $D$. Hence $|\text{Stab}(X)| = 2(k!)(k!)$.

Now, since $\Gamma(2k, k, i)/\sigma$ has $(2k)!/(2(k)!)(k)!$ vertices then $|\text{Aut}(\Gamma(2k, k, i)/\sigma))| = (2k)!$. So, in view of Lemma 5.10, $\text{Aut}(\Gamma(2k, k, i)/\sigma) \cong S_{2k}$. \hfill \BOX

**Theorem 5.12.** $\text{Aut}(\Gamma(2k, k, 1)) \cong S_{2k} \times S_{2k}, i = 1, k - 1$.

**Proof.** $\text{Fix}(\Gamma(2k, k, i), f) \cong S_{2k}, i = 1, k - 1$ and by Theorem 5.8 the result follows. \hfill \BOX

Now that we have looked at the automorphism group of $\Gamma(2k, k, i), i = 1, k - 1$, we turn to the determination of the codes generated by the graph $\Gamma(2k, k, 1)$.

As alluded to Chapter 2 Section 2.8, these graphs as constructed by Key and Moori method has the maximal subgroup $S_k \times S_k$ acting on the set $\Omega$ of size $2k$. 
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Chapter 6

Codes from maximal subgroups of alternating group $A_{2k}$

6.1 Introduction

In this chapter, we focus on the graphs, codes and design from maximal subgroups of alternating group $A_{2k}$.

We look at primitive action of the alternating group $A_{2k}$ on $\Omega^{(k)}$, the $k$-subsets of $\Omega = \{1, 2, \ldots, 2k\}$. The alternating group $A_{2k}$ where $k \geq 2$, acts transitively on $\Omega^{(k)}$. In view of this fact, it is enough to consider the stabilizer of the subset $\{1, 2, \ldots, k\}$. It is observed that the stabilizer is $S_k \times A_k$. Since the stabilizer is maximal in $A_{2k}$, the action of the group is primitive. According to Theorem 2.45 in Chapter 2 the maximal subgroups are known to be of the form $S_k \times S_k$.

We construct the permutation group, then form the orbits of the stabilizer of $k$-subset from $\Omega$. For each of the non-trivial orbits we formed the symmetric 1-design as described in Theorem 2.46 in Chapter 2. Because of the maximality of the point stabilizer, there is only the one orbit of length 1.

The graphs obtained in this enterprise are the uniform subset graphs $\Gamma(2k, k, i)$ for $0 \leq i \leq k - 1$. Specifically, we focus on the codes from adjacency matrices of the sub-class $\Gamma(2k, k, k - 1)$ of the Johnson graph and the uniform subset graph $\Gamma(2k, k, 1)$. We show that these graphs are non-isomorphic but the corresponding codes from the row span of their adjacency
matrices coincide.

Having determined the properties of $\Gamma(2k, k, k - 1)$ and $\Gamma(2k, k, 1)$, in turn, we focus on the binary code generated by adjacency matrices of $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$. We show that adjacency matrices of $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ are equivalent.

The code from $\Gamma(2k, k, 1)$ is also the code of the 1-$((2k, k), k^2, k^2)$ design $\mathcal{D}$, which has the vertices of $\Gamma(2k, k, 1)$ and the supports of the incidence vectors of its adjacency matrix as its point set $\mathcal{P}$ and its block set $\mathcal{B}$ respectively. We determine a basis for the code and show that it is equal to a basis for the code generated by an adjacency matrix of $\Gamma(2k, k, k - 1)$. Hence the codes generated from the row span coincide. We further prove a general case that the codes generated by an adjacency matrix of $\Gamma(2k, k, i)$ and of $\Gamma(2k, k, k - i)$ for $i \neq 0, \frac{k}{2}$ coincide.

This chapter is organised as follows: In Section 6.2 we show that adjacency matrices of $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ are equivalent and hence the codes from the row span of their adjacency matrices coincide. We further give a proof of the general case.

Pertinent pertinent properties of the graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ are given already in Chapter 5 and codes from the Johnson graph $\Gamma(2k, k, k - 1)$ have been investigated in [29].

We start by stating a result which identifies isomorphic uniform subset graphs and from which we can deduce that $n \geq 2k$. The proof can be found in [28].

**Result 6.1.** [28 Lemma 4.1.1] For $n \geq k \geq i$, $\Gamma(n, k, i) \cong \Gamma(n, n - k, n - 2k + i)$.

In $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$ the size of the intersection between two vertices as $k$-sets determines their distance. This in turn determines the eccentricities of the vertices and the diameters of the graphs.

**Result 6.2.** [16] Lemma 3] Let $\Gamma(2k, k, 1)$ be a uniform subset graph with $k \geq 5$. Let $u, v \in V(\Gamma(2k, k, 1))$ and $|u \cap v| = m > 1$. Then

$$\delta(u, v) = \min \left\{ 2\left\lceil \frac{k - m}{2} \right\rceil, 2\left\lceil \frac{m - 1}{2} \right\rceil + 1 \right\}.$$  \hspace{1cm} (6.1)
Result 6.3. [17, Lemma 2] Let \( k, i, s \) be positive integers with \( k > i \). Let \( \Gamma(n, k, i) \) be a uniform subset graph with \( n = 2k - i + s \). Let \( \mathcal{V} \) denote the set of all the pairs \((u, v)\) with \( u, v \in \mathcal{V}(\Gamma(n, k, i)) \) and \(|u \cap v| > i\). Then
\[
\max_{(u, v) \in \mathcal{V}} \delta(u, v) = \begin{cases} \left\lceil \frac{k - i - 1}{i + s} \right\rceil + 1 & \text{if } 0 < s < k - 2i - 1; \\ 2 & \text{otherwise}. \end{cases} \tag{6.2}
\]

Result 6.4. [17, Theorem 4] Let \( k, i, s \) be positive integers with \( k > i \). Let \( \Gamma(n, k, i) \) be a uniform subset graph with \( n = 2k - i + s \). Then
\[
\text{diam}(\Gamma(n, k, i)) = \begin{cases} \left\lceil \frac{k - i - 1}{i + s} \right\rceil + 1 & \text{if } k \geq s + 2i + 2; \\ 2 & \text{if } s \geq i \text{ and } 2i \leq k \leq i + s, \\ 3 & \text{otherwise}. \end{cases} \tag{6.3}
\]

Result 6.5. [28, Lemma 7.1.1, p. 83] Let \( u \) and \( v \) be vertices of the Johnson graph \( \Gamma(2k, k, k - 1) \). Then for \( m \geq 0 \),
\[
\delta(u, v) = m \text{ if and only if } |u \cap v| = k - m. \tag{6.4}
\]

From Result 6.5 we can easily see that the diameter of the Johnson graph \( \Gamma(2k, k, k - 1) \) is \( k \), and two vertices \( u \) and \( v \) are at a distance \( k \) if and only if they are disjoint.

From the foregoing, we have the following.

Theorem 6.6. Let \( k, i, s \) be positive integers with \( k > i \). Let \( \Gamma(n, k, i) \) be a uniform subset graph with \( n = 2k - i + s \). Let \( \Gamma_i = \Gamma(2k, k, i) \) and \( \Gamma_{k-i} = \Gamma(2k, k, k-i) \) for \( i \neq 0, \frac{k}{2} \) with \( k \geq 4 \) and \( k \geq s + 2i + 2 \). Then \( \Gamma_i \not\cong \Gamma_{k-i} \).

Proof. From Results 6.4 and 6.5 \( \text{diam}(\Gamma_i) \neq \text{diam}(\Gamma_{k-i}) \), and the result follows. \( \square \)

In general the uniform subset graphs \( \Gamma(2k, k, i) \) and \( \Gamma(2k, k, k-i) \) are non isomorphic for \( i \neq 0, \frac{k}{2} \). There are cases when \( k < s + 2i + 2 \) in Lemma 6.4 where the diameters of non-isomorphic graphs \( \Gamma(2k, k, i) \) and \( \Gamma(2k, k, k-i) \) coincide. We use Magma [10] to confirm this observation.
6.2 Binary codes from the uniform subset graphs $\Gamma(2k, k, 1)$ and $\Gamma(2k, k, k - 1)$

We now state the following results which give the parameters for the binary code generated by an adjacency matrix of the Johnson graph $\Gamma(n, k, k - 1)$ for $n$ even. These results and their proofs can be found in [28] and [29].

Let $C_1$ denote the binary code from the row span of an adjacency matrix of the Johnson graph $\Gamma(n, k, k - 1)$ and $C_1^\perp$ its dual.

**Result 6.7.** [29, Lemma 3.1] If $k \geq 3$ is odd and $n \geq 6$ is even, then $C_1 = \mathbb{F}_2^{\binom{n}{k}}$, and $\text{Aut}(C_1) = S_{\binom{n}{k}}$.

**Result 6.8.** [29, Proposition 3.4] If $k \geq 2$ and $n \geq 6$ are both even, then $C_1$ is an $\left[\binom{n}{k}, \binom{n-k}{k-1}, d\right]_2$ code where $k + 2 \leq d \leq k(n - k)$, and $C_1^\perp$ is an $\left[\binom{n}{k}, \binom{n-k}{k-1}, k + 1\right]_2$ code. If $n > 2k$, then $C_1^\perp$ does not have a basis of minimum weight vectors. $C_1 \subseteq C_1^\perp$ and $C_1$ is doubly-even. If $n > 2k$, then $\text{Aut}(C_1) = S_n$, except when $k = 2$ and $n = 6$, in which case $\text{Aut}(C_1) = \text{PGL}_4(2) \cong A_8$. If $n = 2k$, then $\text{Aut}(C_1) \cong S_n \times \mathbb{Z}_2$.

We now discuss the binary code from an adjacency matrix of the uniform subset graph $\Gamma(2k, k, 1)$.

Using the method of construction described in Chapter 2, Equation 2.5, we take $\mathcal{P} = \Omega^{(k)}$ as the point set. Each $X \in \Omega^{(k)}$ has a block $\overline{X}$ corresponding to it. The block is defined by

$$\overline{X} = N(X) = \{Y \in \Omega^{(k)} : |Y \cap X| = 1\}.$$ 

The block set $\mathcal{B}$ is given by

$$\mathcal{B} = \{\overline{X} : X \in \Omega^{(k)}\},$$

and the incidence vector of the block $\overline{X}$ by

$$v^{\overline{X}} = \sum_{\begin{subarray}{c} x \in X \setminus X' \subseteq \overline{X} : |X'| = k-1 \end{subarray}} v^{\{x\} \cup X'} \quad (6.5)$$
where \( \overline{C}X = \Omega \setminus X \).

The incidence vector \( v^X \) is the mapping

\[
v^X : \Omega^{(k)} \to \mathbb{F}_2, Y \mapsto v^X(Y) = \begin{cases} 1 & \text{if } |Y \cap X| = 1 \\ 0 & \text{if } |Y \cap X| \neq 1 \end{cases}.
\]

Hence for \( Y \in \Omega^{(k)} \), we have \( v^X(Y) = 1 \) if and only if \( |Y \cap X| = 1 \).

Let \( C_2 \) denote the binary code from the row span of an adjacency matrix of \( \Gamma(2k,k,1) \).

**Lemma 6.9.** If \( k \geq 3 \) is odd, then \( C_2 = \mathbb{F}_2^{(2k)} \) and \( \text{Aut}(C_2) = S(2k) \).

**Proof.** Let \( X \in \Omega^{(k)} \). It is sufficient to show that the unit vector \( v^X \) is in \( C_2 \).
Consider the set of all incidence vectors \( \{v^Y : Y \in \Omega^{(k)}, |Y \cap X| = 1\} \), and in particular the sum, \( \sum_{|Y \cap X|=1} v^Y \) of such vectors.

The above sum reduces to

\[
k^2v^X + (2k-2) \sum_{X' \subseteq X, |X'| = k-1} v^{(k)}_{Z \subseteq X}'.
\]

\[
+4 \sum_{\{x,x'\} \subseteq \overline{X}} v^{(k)}_{Z \subseteq X}. \]

Since \( k \) is odd,

\[
\sum_{|Y \cap X|=1} v^Y = v^X.
\]

Clearly, \( \text{Aut}(C_2) = S(2k) \). \( \square \)

**Lemma 6.10.** Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 2 \) is even, then \( S := \{v^X : 1 \in X, 2k \notin X\} \) is a basis for \( C_2 \) and \( \dim(C_2) = \binom{2k-2}{k-1} \).

**Proof.** For \( X, Y \in \Omega^{(k)} \), if \( Y \) is adjacent to \( X \), then \( v^X \) has a non-zero entry in the column indexed by \( Y \).

If \( 1 \in X \) and \( 2k \notin X \), then such columns are indexed by the set \( \{1\} \cup (\overline{C}X \setminus \{2k\}) \), the sets \( \{1, 2k\} \cup X'' \), where \( X'' \subseteq \overline{C}X \setminus \{2k\} \) with \( |X''| = k-2 \),
and the sets \( \{ x \} \cup X' \), where \( x \in X \setminus \{ 1 \} \) and \( X' \subseteq \mathbb{C}X \) with \( |X'| = k - 1 \). For \( x \in X, x \neq 1 \), it can easily be verified that
\[
\sum_{X' = X \setminus \{ x \}, x' \in \mathbb{C}X \setminus \{ x \}} v^X \cup \{ x' \} = v^{(X \cup \{ 2k \}) \setminus \{ x \}}.
\]

If \( 1 \notin X \), then such columns are indexed by the sets \( \{ 1, x \} \cup X' \), where \( x \in X, X' \subseteq \mathbb{C}X \setminus \{ 1 \} \) with \( |X'| = k - 2 \), and the sets \( \{ x \} \cup X'' \), where \( x \in X \) and \( X'' = \mathbb{C}X \setminus \{ 1 \} \). Again it can be verified that
\[
\sum_{X'' \subseteq X, |X''| = k - 1} v^{\{ 1 \} \cup X''} = v^X.
\]

This shows that \( S := \{ v^X : 1 \in X, 2k \notin X \} \) spans \( C_2 \).

When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{(k)} \) are arranged by placing first the points
\[
\{ 1, 2, \ldots, k \}, \{ 1, 2, \ldots, k-1, k+1 \}, \ldots, \{ 1, 2, \ldots, k-2, k, k+1 \}, \ldots, \{ 1, 2, \ldots, k-2, k, 2k-1 \}, \ldots, \{ 1, k+1, k+2, \ldots, 2k-1 \}
\]

in reverse order, followed by the remaining points of \( \Omega^{(k)} \) in arbitrary order, then a matrix of the form \( [I_{\binom{k-1}{k-2}} A] \) results.

Hence \( S \) is a basis for \( C_2 \) and clearly \( \dim(C_2) = \binom{2k-2}{k-1} \).

We now give the main result.

**Theorem 6.11.** Let \( C_1 \) denote the binary code from the row span of an adjacency matrix of the Johnson graph \( \Gamma(2k, k, k - 1) \) and \( C_2 \) denote the binary code from the row span of an adjacency matrix of the graph \( \Gamma(2k, k, 1) \). Then \( C_1 = C_2 \).

**Proof.** In the proof of Result 6.8 (see [29, Lemma 3.4]) it had been shown that \( S \) is a basis for \( C_1 \). So by Results 6.7 and 6.8 and Lemmas 6.9 and 6.10 we conclude that \( C_1 = C_2 \).

We further analyse adjacency matrices of the two graphs \( \Gamma(2k, k, i) \) and \( \Gamma(2k, k, k - i) \). It has been observed that the two matrices are equivalent by the row operation as given in the following theorem.
6.2. Binary codes from the uniform subset graphs $\Gamma(2k,k,1)$ and $\Gamma(2k,k,k-1)$

**Theorem 6.12.** Let $k, i$ be non-negative integers, $k > i, k \geq 2$. Let $A_i$ and $A_{k-i}$ be adjacency matrices of the non-isomorphic uniform subset graphs $\Gamma(2k,k,i)$ and $\Gamma(2k,k,k-i)$ respectively for $i \neq 0, \frac{k}{2}$, where the columns of $A_i$ and $A_{k-i}$ have the same order. Then $A_i \sim A_{k-i}$.

**Proof.** The row operation $R^X \rightarrow R^{\hat{X}}$ for the rows which are indexed by $X$ and $\hat{X}$ respectively for $X \in \Omega^{(k)}$, $\hat{X} = \Omega \setminus X$, shows that the two matrices are equivalent. □

From Theorem 6.12 above, we have the following result.

**Theorem 6.13.** Let $C_i$ and $C_{k-i}$ be the binary codes generated by the row span of adjacency matrices of the non-isomorphic uniform subset graphs $\Gamma(2k,k,i)$ and $\Gamma(2k,k,k-i)$ respectively for $i \neq 0, \frac{k}{2}$. Then $C_i = C_{k-i}$.

**Proof.** This is a direct consequence of Theorem 6.12 □

In the next chapter, we now consider codes from an adjacency matrix of the generalised uniform subset graph $\Gamma(2k,k,\{1,k-1\})$ as defined in Definition 2.22 Chapter 2.
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Chapter 7

Codes from the generalised uniform subset graphs

\( \Gamma(2k, k, \{1, k - 1\}) \)

7.1 Introduction

A key motivation for this chapter is the work done by Fish, Mwambene and Key in [39]. They considered codes from the row span of an adjacency matrix from the graph formed from the Odd graph and the Johnson graph for the case \( n = 2k + 1 \).

In this chapter we take a similar tweak on the construction of codes from adjacency matrices. In Chapter 6 by exploring the intrinsic properties of the graphs \( \Gamma(2k, k, 1) \), it becomes apparent that these graphs are non-isomorphic to the Johnson graphs \( \Gamma(2k, k, k - 1) \) but their adjacency matrices generate equal codes. We now focus on codes from the row span of an adjacency matrix \( A \), of a generalised uniform subset graph \( \Gamma(2k, k, \{1, k - 1\}) \).

Having determined the properties of the new graph, i.e \( \Gamma(2k, k, \{1, k - 1\}) \), in turn, we focus on the binary code generated by the row span of its adjacency matrix. We determine a basis for the new code. We also determine its minimum weight and show that it is equal to twice the minimum weight of the code from \( \Gamma(2k, k, k - 1) \). The results obtained are interesting in coding theory as it shows that we can generalise graphs to produce a graph that
7.2. Some properties of the generalised uniform subset graphs
\( \Gamma(2k, k, \{1, k-1\}) \)

generates a code that has double the minimum weight of the original code while maintaining the length with half or less the size of the basis.

The main results are summarised in Theorem 7.1.

**Theorem 7.1.** Let \( k \) be a positive integer where \( 2k \geq 4 \). Let \( C \) denote the binary code from the row span of an adjacency matrix of the generalised uniform subset graphs \( \Gamma(2k, k, \{1, k-1\}) \) and \( C^\perp \) its dual. Then the following hold:

(a) For \( k \geq 5 \) odd, \( C \) is a \( \left( \binom{2k}{k}, \binom{2k-3}{k-2}, 2 \right) \) code, and its dual \( C^\perp \) is a \( \left( \binom{2k}{k}, \binom{2k-3}{k-2}, 2 \right) \) code. Furthermore, \( C \) is self-dual.

(b) For \( k \geq 4 \) even, \( C \) is a \( \left( \binom{2k}{k}, \binom{2k-3}{k-2} - 2^{k-2}, 2k^2 \right) \) code, and its dual \( C^\perp \) is a \( \left( \binom{2k}{k}, \binom{2k-3}{k-2} + 2^{k-2}, 2 \right) \) code.

This chapter is organised as follows: In Section 7.2 pertinent properties of the generalised graphs \( \Gamma(2k, k, \{1, k-1\}) \) are given. We further prove the specific parameters for the code.

7.2 Some properties of the generalised uniform subset graphs \( \Gamma(2k, k, \{1, k-1\}) \)

It is easy to see that a generalised uniform subset graph \( \Gamma(2k, k, \{1, k-1\}) \) is regular with \( \binom{2k}{k} \) vertices and its valency is \( 2k^2 \). In general, these graphs are not strongly regular.

The codes from the graphs \( \Gamma(2k, k, k-1) \) are the content of [29] and codes from the graphs \( \Gamma(2k, k, 1) \) have been considered in [42].

As alluded to, \( S_n \) in its natural action imbeds into the automorphism group of uniform subset graphs \( \Gamma(n, k, i) \) in the same way as described in Chapter 6.
7.3 Binary codes from the generalised uniform subset graphs $\Gamma(2k, k, \{1, k-1\})$

We first state the following results which give the parameters for the binary code generated by an adjacency matrix of the Johnson graph $\Gamma(n, k, k-1)$ for $n$ even and that for $\Gamma(2k, k, 1)$. These results and their proofs can be found in [28] and [29].

Let $C_1$ and $C_2$ denote the binary codes from the row span of adjacency matrices of the graphs $\Gamma(n, k, k-1)$ and $\Gamma(2k, k, 1)$ respectively, and $C_1^\perp$ and $C_2^\perp$ their duals.

For convenience we again give the following results which are stated in 6.

**Result 7.2.** [29, Lemma 3.1] If $k \geq 3$ is odd and $n \geq 6$ is even, then $C_1 = F_{2}^{(n \choose k)}$, and Aut($C_1$) = $S_{(n \choose k)}$.

**Result 7.3.** [29, Proposition 3.4] If $k \geq 2$ and $n \geq 6$ are both even, then $C_1$ is an $[\left(\begin{array}{c}
{n}\\
k
\end{array}\right), \left(\begin{array}{c}
{n-2}\\
k-1
\end{array}\right), d]^2$ code where $k + 2 \leq d \leq k(n - k)$, and $C_1^\perp$ is an $[\left(\begin{array}{c}
{n}\\
k
\end{array}\right), \left(\begin{array}{c}
{n}\\
k-1
\end{array}\right), k + 1]^2$ code. If $n > 2k$ then $C_1^\perp$ does not have a basis of minimum weight vectors. $C_1 \subseteq C_2^\perp$ and $C_1$ is doubly-even. If $n > 2k$, then Aut($C_1$) = $S_n$, except when $k = 2$ and $n = 6$, in which case Aut($C_1$) = $PGL_4(2) \cong A_8$. If $n = 2k$, then Aut($C_1$) = $S_n \times Z_2$.

**Result 7.4.** [81, Theorem 5] Let $C_1$ and $C_2$ denote the binary codes from the row span of adjacency matrices of the Johnson graph $\Gamma(n, k, k-1)$ and the uniform subset graph $\Gamma(2k, k, 1)$ respectively. Then $C_1 = C_2$.

We also state the following result which gives the parameters for the binary code generated by the row span of an adjacency matrix of the Odd graph $\Gamma(2k+1, k, 0)$ ($O_k$) and the Johnson graph $\Gamma(2k+1, k, k-1)$ ($J_k$). This graph is a graph $\Gamma(2k+1, k, i)$ for $i \in \{0, k-1\}$. The given results and their proofs can be found in [39].

Let $OJ_k$ denote a graph formed from a combination of the Odd graph $\Gamma(2k+1, k, 0)$ and the Johnson graph $\Gamma(2k+1, k, k-1)$.

**Result 7.5.** [39, Theorem 1] For $k \geq 2$, let $A_k$ be an adjacency matrix for the odd graph $O_k$ and $M_k$ an adjacency matrix for $OJ_k$. Let $I = I_{\left(\begin{array}{c}
{2k+1}\\
k
\end{array}\right)}$ and
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\[ C = C_2(A_k + I), \text{ the row span over } \mathbb{F}_2 \text{ of } A_k + I. \text{ Then } C \text{ is a} \]
\[ \left[ \binom{2k+1}{k}, \binom{2k}{k-1} + \binom{2k-1}{k-1} - 2^{k-1}, k+2 \right]_2 \]

code with at least \((2k+2)\) vectors. \( C^\perp \) is an even-weight code with minimum weight \( d^\perp \), where \( k + 4 \leq d^\perp \leq \min\{2^k, (k+1)^2 + 1\} \) for \( k \) even, and \( k + 5 \leq d^\perp \leq \min\{2^k, (k+1)^2\} \) for \( k \) odd. Furthermore, for \( k \geq 3 \)

\[ \text{Hull}(C) = C \cap C^\perp = \begin{cases} C_2(M_k) & \text{for } k \text{ odd} \\ C_2(M_k + I) & \text{for } k \text{ even} \end{cases} \]

of dimension \((2^{k-1}) - 2^{k-1}\). For \( k \) even (respectively odd), \( M_k \) (respectively \( M_k + I \)), has full 2-rank. \( \text{Hull}(C) \) is self-orthogonal with minimum weight \( d \) where \((k+1)^2 + 1 \geq d \geq k + 4 \) for \( k \) even, \((k+1)^2 \geq d \geq k + 5 \) for \( k \) odd.

If \( s_x \) denotes the row of \( A_k + I \) labelled by the vertex \( x \), then the hull is spanned by the vectors \( w_x = \sum_{y \sim x} s_y \), which give the corresponding rows of \( M_k \), of weight \((k+1)^2\), for \( k \) odd, or rows of \((M_k + I)\), of weight \((k+1)^2 + 1\), for \( k \) even, where \( \sim \) denotes adjacency in \( \mathcal{O}_k \).

For \( k \geq 3 \), the symmetric group \( S_{2k+2} \) acts as a primitive automorphism group of \( O_{2k}, C \) and \( \text{Hull}(C) \), and is edge-transitive on \( O_{2k} \). For \( k = 4 \), \( \text{Hull}(C)^\perp \) is the code of a 2-(126, 6, 9) design on which \( S_{10} \) acts primitively on points, transitively on blocks.

We now discuss the binary code from an adjacency matrix of the generalised uniform subset graph \( \Gamma(2k, k, \{1, k-1\}) \).

Recall from Chapter 6, Equation 6.5, the incidence vector of the block \( \tilde{X} \) associated with the design from the graph \( \Gamma(2k, k, 1) \) is given by

\[ v^{\tilde{X}} = \sum_{x \in X} v^{\{x\} \cup X'} \]

(7.1)

where \( \mathcal{C}X = \Omega \setminus X \).

Similarly, the incidence vector of the block \( \hat{X} \) associated with the design from the graph \( \Gamma(2k, k, 1) \) is given by
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\[
v^X = \sum_{X' \subseteq X, |X'| = k - 1 \atop x \in \xi X} v^{\{x\} \cup X'}.
\]  

(7.2)

Hence the incidence vector of the block \( \overline{X} \) of the design formed from the generalised uniform subset graph \( \Gamma(2k, k, i) \) for \( i \in \{1, k - 1\} \) is given by

\[
v^nX = \sum_{x \in X} v^{\{x\} \cup X'} + \sum_{X' \subseteq X, |X'| = k - 1 \atop x \in \xi X} v^{\{x\} \cup X'}.
\]  

(7.3)

Let \( A \) be an adjacency matrix of the generalised uniform subset graph \( \Gamma(2k, k, \{1, k - 1\}) \) and \( C \) denote the binary code generated by the row span of \( A \).

**Lemma 7.6.** Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 5 \) is odd, then \( S := \{v^nX : 1 \in X\} \) is a basis for \( C \) and \( \dim(C) = \binom{2k - 1}{k - 1} \).

**Proof.** For \( X, Y \in \Omega^{(k)} \), if \( Y \) is adjacent to \( X \), then \( v^nX \) has a non-zero entry in the column indexed by \( Y \).

If \( 1 \notin X \), then such columns are indexed by the sets \( \{1, x\} \cup X' \), where \( x \in X, X' \subseteq \xi X \setminus \{1\} \) with \( |X'| = k - 2 \), and the sets \( \{x\} \cup X'' \), where \( x \in X \) and \( X'' = \xi X \setminus \{1\} \). The remaining columns are indexed by the sets \( \{x'\} \cup X''' \), where \( X''' \subseteq X, x' \in \xi X \) with \( |X'''| = k - 1 \). It can be verified that

\[
\sum_{X' \subseteq X, |X'| = k - 1 \atop |X| = k - 1} v^{\{1\} \cup X'} = v^nX.
\]

This shows that \( S := \{v^nX : 1 \in X\} \) spans \( C \).

When the vectors of \( S \) are written in lexicographic order and the points of \( \Omega^{(k)} \) are arranged by placing first the points

\[
\{1, 2, \ldots, k\}, \{1, 2, \ldots, k - 1, k + 1\}, \ldots, \{1, 2, \ldots, k - 2, k, k + 1\}, \ldots, \{1, 2, \ldots, k - 2, k, k + 1\}, \ldots, \{1, 2, \ldots, k - 2, k, 2k\}, \ldots, \{1, k + 2, k + 3, \ldots, 2k\}
\]

followed by the remaining points of \( \Omega^{(k)} \) in arbitrary order, there is a one-to-one correspondence between these points that have intersection one.
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Hence, a triangular matrix with ones on the main diagonal results. We can reduce the matrix to the diagonal case, whereby a matrix of the form 
\[ I_{(2k-1)} \] results through some elementary row operations. Hence \( S \) is a basis for \( C \) and \( \dim(C) = \binom{2k-1}{k-1} \).

Lemma 7.7. Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 5 \) is odd, then \( C \) has minimum weight 2.

Proof. Let \( X_1, X_2 \in \Omega^{(k)} \). It is sufficient to show that the weight 2 vector \( v^{X_1} + v^{X_2} \) is in \( C_2 \). Consider the set of all incidence vectors \( \{v^Y : Y \in \Omega^{(k)}, |Y \cap X_1| = 1 \text{ and } |Y \cap X_2| = k-1\} \), and in particular the sum, \( \sum_{|Y \cap X_1| = 1, |Y \cap X_2| = k-1} v^Y \) of such vectors.

The above sum reduces to

\[
\sum_{x \in X_1} v^{\{x\} \cup X_1} + 4 \sum_{X' \subseteq X_1, |X'| = k-1} v^{X' \cup X_1} + k^2 v^{X_2} + 2(2k-2) \sum_{x \in X_2} v^{\{x\} \cup X_2} + 4 \sum_{X' \subseteq X_2, |X'| = k-2} v^{X' \cup X_2}.
\]

Since \( k \) is odd,

\[
\sum_{|Y \cap X_1| = 1, |Y \cap X_2| = k-1} v^Y = v^{X_1} + v^{X_2}.
\]

Alternatively, in [29], it is shown that the code generated by an adjacency matrix of the Johnson graph \( \Gamma(2k, k, k-1) \) for \( k \) odd is the full space and hence has minimum weight 1 according to Result 7.2. Using Result 7.4, we have the same scenario for the code generated by an adjacency matrix for the uniform subset graph \( \Gamma(2k, k, 1) \). The same linear combinations that occur separately in the rows of the adjacency matrices of the graphs \( \Gamma(2k, k, k-1) \) and \( \Gamma(2k, k, 1) \) also occur in similar patterns in an adjacency matrix \( A_1 + A_2 \). Furthermore, the rows of \( A_1 + A_2 \) do not coincide at any point, hence the minimum weight of \( C \) is 2. \( \square \)
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Lemma 7.8. Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 5 \) is odd, then \( R := \{v^X : 1 \in X\} \) is a basis for \( C^\perp \) and \( \dim(C^\perp) = \binom{2k-1}{k-1} \). Moreover \( C \) is self-dual.

Proof. First consider the standard inner product \( (v^X, v^Y) \) of any two incidence vectors, where \( v^X \) is as defined in Equation 7.3. If \( |X \cap X'| = k - 1 \), then \( (v^X, v^Y) = 4k - 4 \equiv 0 \) (mod 2). On the other hand if \( |X \cap X'| = k - 2 \), then \( (v^X, v^Y) = 8 \equiv 0 \) (mod 2). And finally if \( |X \cap X'| < k - 2 \), then \( (v^X, v^Y) = 0 \). The standard inner product \( (v^X, v^Y) = 0 \) irrespective of whether \( X \cap X' = \emptyset \) or not. Hence \( C \subseteq C^\perp \).

By arranging the vectors of \( R \) in lexicographic order, and the points as follows: first the last \( \binom{2k}{k} - \binom{2k-1}{k-1} \) points and then the first \( \binom{2k-1}{k} \) points as ordered in the case of \( C \) above, an upper triangular matrix results, the rank of which is \( \binom{2k-1}{k} = \binom{2k}{k} - \binom{2k-1}{k-1} = \binom{2k}{k} - \binom{2k-1}{k-1} - \binom{2k-3}{k-2} \). It follows that \( R \) is a basis for \( C^\perp \). Since \( \dim(C) = \dim(C^\perp) \), \( C \) is self-dual. \( \square \)

Lemma 7.9. Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 4 \) is even, then \( \dim(C) = \binom{2k-3}{k-2} - 2^{k-2} \).

Proof. For \( X, Y \in \Omega^{(k)} \), if \( Y \) is adjacent to \( X \), then \( v^X \) has a non-zero entry in the column indexed by \( Y \).

If \( 1, 2, 2k \in X \) then such columns are indexed by the sets \( \{1\} \cup X', \{2\} \cup X', \{2k\} \cup X', \{x'\} \cup X' \), where \( X' \subseteq \mathcal{C}X \) with \( |X'| = k - 1 \) and \( x' \in X \setminus \{1, 2, 2k\} \). The other columns are indexed by \( \{x''\} \cup X'' \) where \( X'' \subseteq X \) and \( x'' \in \mathcal{C}X \) with \( |X''| = k - 1 \). It can easily be verified that

\[
\sum_{\substack{X'' \subseteq X \setminus \{1, 2, 2k\} \\ |X''| = k - 2}} v^{(1,2)\cup X''} = v^X.
\]

If \( 1, 2 \notin X \) and \( 2k \in X \), then such columns are indexed by the sets \( \{2k\} \cup X', \{x'\} \cup X' \), where \( X' \subseteq \mathcal{C}X \) with \( |X'| = k - 1 \) and \( x' \in X \setminus \{2k\} \). The other columns are indexed by \( \{x''\} \cup X'' \) where \( X'' \subseteq X \) and \( x'' \in \mathcal{C}X \) with \( |X''| = k - 1 \). Again it can be verified that

\[
\sum_{\substack{X'' \subseteq X \setminus \{1, 2, 2k\} \\ |X''| = k - 2}} v^{(1,2)\cup X''} = v^X.
\]
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If $1, 2, 2k \notin X$, then such columns are indexed by the sets $\{x\} \cup X'$, where $x \in X, X' \subseteq CX$ with $|X'| = k - 1$. The other columns are indexed by $\{x''\} \cup X''$ where $X'' \subset X$ and $x'' \in CX$ with $|X''| = k - 1$. Similarly, it can be verified that

$$\sum_{X'' \subset X \setminus \{1, 2, 2k\}, |X''| = k - 2} v^{[1, 2] \cup X''} = v^X.$$

If $1 \in X$ and $2, 2k \notin X$, or if $2 \in X$ and $1, 2k \notin X$, the result is similar to the case if $1, 2 \notin X$ and $2k \in X$.

If $1, 2k \in X$ and $2 \notin X$, then such columns are indexed by the sets $\{1\} \cup X', \{2k\} \cup X', \{x'\} \cup X'$, where $X' \subseteq CX$ with $|X'| = k - 1$ and $x' \in X \setminus \{1, 2k\}$. The other columns are indexed by $\{x''\} \cup X''$ where $X'' \subset X$ and $x'' \in CX$ with $|X''| = k - 1$. It can easily be verified that

$$\sum_{X'' \subset X \setminus \{1, 2, 2k\}, |X''| = k - 2} v^{[1, 2] \cup X''} = v^X.$$

If $2, 2k \in X$ and $1 \notin X$, we proceed with a similar argument as for the case if $1, 2k \in X$ and $2 \notin X$.

This shows that $S := \{v^X : 1, 2 \in X, 2k \notin X\}$ spans $C_2$.

We now arrange the incidence vectors of an adjacency matrix of the combined graph $\Gamma(2k, k, i)$ for $i \in \{1, k - 1\}$ in lexicographic order and the points of $\Omega^{(k)}$ are arranged by placing first the points

$${1, 2, \ldots, k}, \{1, 2, \ldots, k-1, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, k+1\}, \ldots, \{1, 2, \ldots, k-2, k, 2k-1\}, \ldots, \{1, k+1, k+2, \ldots, 2k-1\}, \ldots, \{k, k+1, k+2, \ldots, 2k-1\};$$

followed by the points

$${1, 2, \ldots, k-1, 2k}, \{1, 2, \ldots, k-2, k, 2k\}, \ldots, \{1, 2, \ldots, k-2, 2k-1, 2k\}, \{1, 2, \ldots, k-3, k-1, k, 2k\}, \ldots, \{1, 2, \ldots, k-3, 2k-2, 2k-1, 2k\}, \ldots, \{1, k+2, k+3, \ldots, 2k\}, \ldots, \{k+1, k+2, k+3, \ldots, 2k\}.$$

For a better analysis we break up this adjacency matrix of $\Gamma(2k, k, i)$ for $i \in \{1, k - 1\}$ in the following equivalent way:
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\[
A_{\Gamma(2k, k, i)} = \begin{bmatrix}
A_{\Gamma(2k-1, k, i)} & B_{\Gamma(2k-1, k, k-1, i)} & A_{\Gamma(2k-1, k-1, i)}
\end{bmatrix}
\]

where

- (a) \( A_{\Gamma(2k-1, k, i)} \) is an adjacency matrix of the combined uniform subset graph \( \Gamma(2k - 1, k, i) \), for \( i \in \{1, k - 1\} \) and is a matrix of order \( (\begin{smallmatrix} 2k-1 \\ k \end{smallmatrix}) \times (\begin{smallmatrix} 2k-1 \\ k \end{smallmatrix}) \).

- (b) \( B_{\Gamma(2k-1, k, k-1, i)} \) is a biadjacency matrix of the bipartite graph \( \Gamma(2k - 1, k, k-1, i) \), for \( i \in \{1, k - 1\} \) and is a matrix of order \( (\begin{smallmatrix} 2k-1 \\ k \end{smallmatrix}) \times (\begin{smallmatrix} 2k-1 \\ k-1 \end{smallmatrix}) \).

- (c) \( B_{\Gamma(2k-1, k, k-1, i)} \) is a biadjacency matrix of the bipartite graph \( \Gamma(2k - 1, k-1, k, i) \), for \( i \in \{1, k - 1\} \) and is a matrix of order \( (\begin{smallmatrix} 2k-1 \\ k-1 \end{smallmatrix}) \times (\begin{smallmatrix} 2k-1 \\ k \end{smallmatrix}) \).

- (d) \( A_{\Gamma(2k-1, k-1, i)} \) is an adjacency matrix of a combined uniform subset graph \( \Gamma(2k - 1, k-1, i) \), for \( i \in \{0, k-2\} \) and is a matrix of order \( (\begin{smallmatrix} 2k-3 \\ k-1 \end{smallmatrix}) \times (\begin{smallmatrix} 2k-3 \\ k-1 \end{smallmatrix}) \).

Note that \( \Gamma(2k - 1, k, i) \cong \Gamma(2k - 1, k - 1, i) \) for \( i \in \{1, k - 1\} \) and \( i \in \{0, k-2\} \) respectively.

If we let \( r = k-1, \Gamma(2k-1, k-1, i) \) for \( i \in \{0, k-2\} \) becomes \( \Gamma(2r+1, r, i) \) for \( i \in \{0, r-1\} \) and this graph is called the OJ_{r} described in Result 7.5 extracted from [39]. The linear code generated by OJ_{r} has dimension \( (\begin{smallmatrix} 2r-1 \\ r-1 \end{smallmatrix}) - 2r^{-1} \). Hence the code generated by an adjacency matrix of the combined \( \Gamma(2k - 1, k - 1, i) \) for \( i \in \{0, k-2\} \) has dimension \( (\begin{smallmatrix} 2k-3 \\ k-2 \end{smallmatrix}) - 2k^{-2} \). By graph isomorphism the code generated by an adjacency matrix of the combined graph \( \Gamma(2k - 1, k, i) \) for \( i \in \{1, k - 1\} \) has dimension \( (\begin{smallmatrix} 2k-3 \\ k-2 \end{smallmatrix}) - 2k^{-2} \).

If we consider the incidence vectors \( S_{1} := \{v^X : 1 \in X\} \) that form the rows an adjacency matrix of the graph \( \Gamma(2k - 1, k - 1, i) \) for \( i \in \{0, k-2\} \), which is a subgraph of a graph \( \Gamma(2k, k, i) \) for \( i \in \{1, k - 1\} \), they can be written as a linear combination of the vectors of \( S := \{v^X : 1, 2 \in X, 2k \notin X\} \). However \( |S_{1}| > |S| \), hence \( \dim(C) = (\begin{smallmatrix} 2k-3 \\ k-2 \end{smallmatrix}) - 2k^{-2} \).

\[ \square \]

**Lemma 7.10.** Let \( \Omega = \{1, 2, \ldots, 2k\} \). If \( k \geq 4 \) is even, then \( C \) has minimum weight \( 2k^{2} \).
7.3. Binary codes from the generalised uniform subset graphs
\(\Gamma(2k, k, \{1, k - 1\})\)

Proof. In [29], it is shown that the minimum weight of the code generated by an adjacency matrix for the Johnson graph \(\Gamma(2k, k, k - 1)\) is \(k^2\) according to Result 7.3. Using Result 7.4, the proof follows by a similar argument to that used in the alternative part of the proof of Lemma 7.7.

Lemma 7.11. Let \(\Omega = \{1, 2, \ldots, 2k\}\). If \(k \geq 4\) is even, then \(C \subseteq C^\perp\).

Proof. First consider the standard inner product \((v^X, v^{X'})\) of any two incidence vectors, where \(v^X\) is as defined in Equation 7.3. If \(|X \cap X'| = k - 1\), then \((v^X, v^{X'}) = 4k - 4 \equiv 0 \pmod{2}\). On the other hand if \(|X \cap X'| = k - 2\), then \((v^X, v^{X'}) = 8 \equiv 0 \pmod{2}\). And finally if \(|X \cap X'| < k - 2\), then \((v^X, v^{X'}) = 0\). The standard inner product \((v^X, v^{X'}) = 0\) irrespective of whether \(X \cap X' = \emptyset\) or not. Hence \(C \subseteq C^\perp\).
Chapter 8

Conclusion

In this thesis, the target has been to explore codes, graphs and design from maximal subgroups of alternating groups.

In that view, we looked at codes of the graphs $\Gamma(2k, k, 1)$. In the course, it was imperative that we look at the automorphism group of the graphs. We have determined the automorphism group of $\Gamma(2k, k, k - 1)$ in addition to the question at hand, thereby addressing the conjecture of by Mark Ramras and Elizabeth Donovan in [34].

In order to determine the parameters of the graphs $\Gamma(2k, k, k - 1)$, we needed to address the codes from biadjacency matrices of $\Gamma(2k, k, k + 1, 1)$ and those of $\Gamma(2k + 1, k, k + 2, 1)$. As alluded in Chapters 3 and 4, these appear as sub-codes of the codes from $\Gamma(2k, k, 1)$.

As it turns out out, codes of the graphs $\Gamma(2k, k, 1)$ are equal to those of $\Gamma(2k, k, k - 1)$. Surprisingly, the graphs in question are non-isomorphic. Their diameters are not even equal. We have generalised this phenomenon without actually fully determining the parameters.

In a twist of events, we also have determined codes of the generalised uniform subset graphs $\Gamma(2k, k, \{1, k - 1\})$. It turns out that the minimum weights of the codes are a combination of the minimum weights of the code from $\Gamma(2k, k, 1)$ and those from $\Gamma(2k, k, k - 1)$.

This is an interesting avenue for consideration. Whilst a lot has been done on the exploration of the codes of uniform subset graphs, the consideration of codes of generalised uniform subset graphs as done in Chapter 7 has been
first been explored here.

Difficulties withstanding, we hope that generalised uniform subset graphs may provide codes with bigger minimum weights than those from traditional uniform subset graphs. This should be exploited further.
Appendix A

Computer programs

In this chapter we present some programs that were used to explore the codes and their parameters presented in this thesis.

A.1 Gordon bound

The program below is written in Python [26]. It calculates the Gordon bound (see Equation (2.4)) for the PD-set of a given linear code. They can be changed to calculate the Gordon bound for the PD-set of any code of one’s interest.

```python
From scipy import mod, ceil, product, floor

# Constants
n = 5
length = (n-1)*(n-1)*n/2.0  # length of code
dim = n*(n-1)-1  # dimension of the codes
dist = n-1  # minimum distance
r = length - dim  # code redundancy
t = int((dist-1)/2.0)  # number of correctable errors
errors = range(t)  # range of correctable errors
fractions = []

# The loop below calculates values of all fractions in the
```
# Gordon bound formula

```python
for i in errors:
    num = length - i
    den = r-i
    fract = num/den
    fractions.append(fract)
gordonbound = ceil(fractions[-1])
```

# Calculating Gordon bound
```
for i in range(1,len(fractions)):
    gordonbound = ceil(fractions[-i-1]*gordonbound)
```

# Gordon bound
```
print gordonbound
```

## A.2 Codes from biadjacency matrices of a class of bipartite graphs

The Magma program below examines the parameters of linear binary codes from biadjacency matrices of the bipartite graphs $\Gamma(2k,k,k+1,1)$ considered in Chapter 3.

```
make_des:=function(n,r);
    S := {1..n};
    ss:=Subsets(S,r);
    ss1:=Subsets(S,(r+1));
    verts:=[[i:i in ss1]];
    ss2:=[[j:j in ss]];

    v:=#verts;
    w:=#ss2;
    blox:=[ ];
```
A.3. Codes from biadjacency matrices of a class of bipartite graphs

The Magma [10] program below examines the parameters of linear binary codes from biadjacency matrices of the bipartite graphs \( \Gamma(2k + 1, k, k + 2, 1) \)
A.3. Codes from biadjacency matrices of a class of bipartite graphs

considered in Chapter 4.

make_des:=function(n,r);
S := {1..n};
ss:=Subsets(S,r);
ss1:=Subsets(S,(r+2));
verts:=[i:i in ss1];
ss2:=[j:j in ss];

v:=#verts;
w:=#ss2;
blox:=[ ];

for j:=1 to w do
blok:= {}
  a:=ss2[j];
  for i:=1 to v do
    b:=verts[i];
    if #(a meet b) eq 1 then blok:=blok join {i};
  end if;
end for;

blox:=Append(blox,blok);
end for;
des:=Design<1,v|blox>;
return des;
end function;

give_code:=function(n,r);
des1:=make_des(n,r);
code:=LinearCode(des1,GF(2));
return code;
A.4 Codes from the uniform subset graphs

The Magma [10] program in this section investigates parameters of linear binary codes from the uniform subset graphs $\Gamma(2k, k, i)$ considered in Chapter 5.

```plaintext
> next vert := function(a, n, r);
  function> b := a;
  function> for i := 0 to r-1 do
    function> if a[r-i] < n-i then
      function> for j := 0 to i do
        function> b[r-i+j] := a[r-i]+1+j;
        function> end function;
      function> end function;
    function> break i;
    function> end function;
  function> else
    function> end function;
  function> end function;
  function> return b;
  function> end function;

> gen verts := function(n, r);
  function> a := [1..r];
  function> verts := [a];
  function> while a[1] ne n-r+1 do
    function> a := next vert(a, n, r); end function;
  function> verts := Append(verts, a); end function;
```

http://etd.uwc.ac.za
function> return verts;
function> end function;

> count verts:=function(n,r);
function> verts:=gen verts(n,r);
function> v:=#(gen verts(n,r));
function> return v;
function> end function;

> make des:=function(n,r,k);
function> verts:=gen verts(n,r);
function> v:=count verts(n,r);
function> blox:=[];
function> for i:=1 to v do
function|for> blok:=
function|for> a:=Seqset(verts[i]);
function|for|for> b:=Seqset(verts[j]);
function|for|for|if #(a meet b) eq k then
function|for|for|if> blok:=blok join j;
function|for|for|if> end if;
function|for|for> end for;
function|for> blox:=Append(blox,blok);
function|for> end for;
function> des:=Design<1,v|blox>;
function> return des;
function> end function;

give code:=function(n,r,k);
function> des1:=make des(n,r,k);
function> code:=LinearCode(des1,GF(2));

http://etd.uwc.ac.za
A.5 Automorphism groups of graph covers and uniform subset graphs

The Magma program below examines the automorphism groups of distance preserving graph covers. We apply the technique to determine the automorphism groups of uniform subset graphs $\Gamma(2k,k,k-1)$ and $\Gamma(2k,k,1)$. This has been addressed in Chapter 6.

```magma
r:=8;
n:=2*r;
S := {1..n};
ss:=Subsets(S,r);

WD:={@@};
for A, B in ss do
  if #(A meet B) eq 0 then;
    Include(~WD,Setseq({A,B}));
  end if;
end for;

V := WD;
E :=[];

for a, b in [1..#WD] do
  w := {WD[a],WD[b]};

  if (a ne b) and #(WD[a][1] meet WD[b][1]) eq 1 or #(WD[a][2] meet WD[b][2]) eq 1 then
```
w := {WD[a], WD[b]};

Append(~E, w);
end if;
end for;

Edges := SequenceToSet(E);
G := Graph<V|Edges>;
Aut := AutomorphismGroup(G);
O := Order(Aut);
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