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The unused spectrum in the television broadcasting frequency bands (so-called TV white spaces) can alleviate the spectrum crunch, and have potential to provide broadband connection to rural areas of countries in the developing world. Current research on TV white spaces focuses on how to detect them accurately, and how they can be shared or allocated to secondary devices. Therefore, the focus of this research is three-fold: to investigate a novel distributed framework, which does not use propagation models in detecting TV white spaces, and suitable for use in countries of the developing world; to investigate a suitable spectrum sharing mechanism for short-time leasing of the TV white spaces to secondary devices; and extend the research to investigate the design of a TV white space-ware network in TV white space frequencies.

The investigation of a novel distributed framework, which does not use propagation models in detecting TV white spaces, and suitable for use in countries of the developing world is necessitated by the existing conditions in the countries of the developing world, which do not favour the use of the geo-location database as a method for detecting TV white spaces. Based on the protocols and standards that have been developed so far on TV white space access in countries of the developed world, such as the US and UK, the geo-location database approach, is the preferred method of detecting TV white spaces, as it guarantees high protection to the TV broadcasters (spectrum incumbents) from interference. Conditions required by the geo-location database approach to detect the white spaces accurately are lacking in most countries of the developing world, especially in the rural areas.

The investigation of a suitable spectrum sharing mechanism for short-time leasing of the TV white spaces to secondary devices is necessitated by the limitations of the existing proposals on sharing/trading secondary spectrum such as TV white spaces. Many spectrum sharing methods have been suggested in the literature for sharing the TV white space spectrum such as oligopoly competition, Cournot competition, Bertrand competition, and auction. Due to their perceived fairness and allocation efficiency, an auction stands out as the best approach. Auction mechanism design for secondary spectrum market, such as TV white spaces, has to meet many complementary requirements because of the many diverse network players, in addition to meeting the usual economic properties that any auction mechanism designed for selling general merchandise, should meet. Existing auction mechanism design attempts for secondary spectrum markets from researchers result in spectrum auctions that do not meet all the requirements.

The investigation of the design of a TV white space-ware network in TV white space frequencies is necessitated by the anticipated new challenges that will be met by network planners and designers in designing communication networks, such as mesh networks, in TV white space frequencies. Dense network topology is one of the major challenges that will be faced by network planners and designers, because of better
signal propagation and penetration properties of TV white space frequencies. This part proposes topology control mechanism that takes both traditional network parameters and white space parameters into consideration during the network design phase. The relevance of this work is to guide the network engineers during network feasibility studies done in white space frequencies to select the most relevant performance metrics during the actual implementation process.
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Chapter 1

Introduction

1.1 Introduction

Imagine the current generation without any wireless communication. In recent years, the fundamental importance that the radio frequency (RF) spectrum is playing in wireless communication systems cannot be over-emphasized. A multitude of wireless applications and services are using the RF spectrum for data transmission, e.g., data-centric smartphones, Bluetooth devices, broadband Wi-Fi Internet connections, satellite radios, navigation systems, just to mention a few. Mobile broadband services are undergoing a period of dramatic growth, causing a tremendous increase in data traffic as a result of the transition from voice communications to multimedia applications [17]. To circumvent this rising tide of data traffic, mobile operators are continuously upgrading their networks in an effort to make them more efficient by investing in new generations of mobile technology and rolling out increasing numbers of cellular base stations [17]. However, these network upgrades are not sufficient to meet the growing demand. Hence mobile services need access to more spectrum [17]. At the same time, the unlicensed bands such as the Industrial, Scientific and Medical (ISM) bands, have become extremely crowded with a proliferation of wireless technologies, such as Wi-Fi, Bluetooth, and wireless mesh networks [18]. These two factors have translated into a need for increased spectrum bandwidth. However, the RF spectrum is a limited resource and most of the useful part is already allocated to different wireless communication systems. As a result, it is now becoming difficult to find useful vacant bands to either deploy new wireless services or enhance the existing ones [19]. This RF spectrum scarcity has the potential to hinder the development of future wireless communication systems [20, 21] if alternative means of sharing the already allocated useful part of the RF spectrum is not found. Faced with the limitation of the natural RF spectrum and the increase
in demand for it, more research is being carried out by research institutions to find new and innovative techniques that can offer ways of sharing the already allocated RF spectrum. The research is focussing on how existing wireless network services are using the already allocated RF spectrum. In a quest to find alternative ways of sharing the already allocated RF spectrum, government institutions, research institutions, and other stakeholders around the world have performed measurements and studied the occupancy of the already allocated part of the RF spectrum. The measurements have revealed that most of the allocated RF spectrum is heavily underutilized except for the RF spectrum allocated to cellular technologies, and the ISM bands [22]. Although the measurements have revealed that the already allocated RF spectrum is heavily underutilized, current license spectrum allocation policies followed by governments do not allow unlicensed users to use the spectrum even if it is not being used by the licensed users because the licensed users are given exclusive rights to use particular parts of the RF spectrum on a long-term basis. This static license spectrum allocation policy to license holders is now being challenged as it has been shown to be inefficient [23] based on the results of the measurements. The inefficiency is more apparent in the television (TV) broadcasting frequency bands (Very High-Frequency band and Ultra High-Frequency band) as huge portions of the assigned spectra in the bands have been shown to be unused [11, 23–25] most of the time. It has been suggested that using these unused parts of the RF spectrum in the Very High-Frequency (VHF) and Ultra High Frequency (UHF) TV radio frequency bands (so-called TV white spaces) could prove to be a means for meeting the growing demand for increased wireless data transmission. An efficient long-term solution that has been proposed is dynamic spectrum access (DSA) [26], in which wireless devices are able to make a real-time adjustment of spectrum utilization in response to a changing environment using cognitive radio (CR) technology. Currently, CR technology has not been adopted yet, as the technical details for its implementation have not been solved completely.

The spectral measurement results have encouraged some governments to carry out reforms in their spectrum allocation policies to allow the legal operation of unlicensed devices in the portions of the licensed TV bands that are not in active use by spectrum incumbent users [26], and also in the spectrum that has been freed up due to analog-to-digital television transition. For example, the telecommunications regulatory body in the USA, the Federal Communications Commission (FCC), has adjusted the spectrum allocation policies to allow temporary broadcasting rights to secondary users on these TV white spaces (TVWSs). As the digital television (DTV) transition begins to roll out worldwide, regulatory agencies of several countries are also exploring similar possibilities of allowing unlicense devices to communicate over TVWSs [27]. The FCC ruling permits unlicensed devices to transmit in TVWSs as long as they do not interfere
with the primary licensed users of the spectrum [28]. In order to meet that requirement, secondary devices have to detect or identify the unused RF spectrum (vacant channels) accurately, which is difficult as the vacant channels vary according to location and time of the day. Consequently, utilizing these channels comes with a major drawback that any secondary access service can potentially cause harmful interference to the primary terrestrial TV broadcasting incumbents or users already broadcasting in the band, unless the vacant channels are detected accurately. This places a 'must do' requirement on any secondary user device (so-called white space device) to check if a primary user signal is present or absent in a channel before it goes ahead using it. Two techniques have been suggested in the literature to help white space devices (WSDs) do this: geo-location spectrum database and spectrum sensing. The next two sections discuss these approaches in detail.

1.2 Geo-location database approach

This approach requires a white space device (WSD) to send a query to a geo-location database of known TV transmitters in order to determine the available spectral opportunities at a given location. Before the WSD can query a geo-location database for available channels and associated transmission powers, it needs to be authenticated by registering with the database. After registering with the database, the WSD can now query the database for available channels by sending its location, demand, and other optional information such as device type and location accuracy [29], to the database. The WSD determines its location through a global positioning system (GPS) or via a base station that it is associated with [30]. The database responds to the WSD query with details of available white spaces (e.g., frequencies and transmission power limits) at the WSD’s location [29]. The WSD selects a channel for its operation (or it decides not to select any channel) and informs the database about its selection by sending the number of the selected channel and information about itself such as the device type and number and the transmitting power. [31]. The database then registers the WSD (if necessary) and indicates that the selected channel is used by the particular WSD [32]. All this communication happens over the Internet. Figure 1.1 shows a simple implementation of the geo-location database approach.

To identify white spaces over the TV frequency bands, the geo-location database stores a set of transmission parameters of known TV transmitters and translates that information into a list of allowed frequencies and associated transmit powers to the WSD [32] by using sophisticated propagation models that include high-resolution terrain-data [30]. Some of the primary TV transmitter operational characteristics stored by the database...
include location, antenna parameters (radiation pattern, height), transmit power, times of operation, protection requirements, the RF of operation and other related parameters. The database is dynamically updated over the Internet with the spectrum incumbents’ information so that the information it contains remains valid. Primary users either provide their parameters to the geo-location database or the geo-location database pulls this information from them. Guided by the rate at which the primary users’ transmission parameters change, the regulator determines the appropriate update frequency.

As already mentioned previously, propagation models play a very important role in translating transmission parameters of known TV transmitters stored in a geo-location database into a list of allowed frequencies for use by WSDs. In wireless radio communication systems, propagation models can be classified into deterministic (also called site-specific models) or empirical (also called statistical models). These propagation model types are discussed in the next two subsections to gain an understanding of the nature of the propagation models proposed for use in the geo-location databases.

### 1.2.1 Empirical propagation models

Empirical models (statistical models) are based on extensive measurements and mainly give a prediction of path loss as a function of various input parameters, which are usually qualitative and not very specific [8, 9]. Examples of input parameters can be dense urban area, rural area, suburban, indoor/outdoor, transmitter antenna height, receiver antenna height, link distance between transmitter and receiver and frequency range. Empirical models add environmental-dependent loss variables to the free-space loss to compute the net path-loss in the corresponding environment [9]. The models have output parameters that are primarily range-specific, not site specific [10]. Each model is useful for some specific environment and the accuracy of a model depends on the fit between the parameters available for the area concerned and the parameters required by the

![Figure 1.1: Geo-location database implementation](http://etd.uwc.ac.za/)
model [7]. The advantages of empirical models include ease of implementation, reduced computational cost and reduced sensitivity to the environmental geometry [8]. The main drawback of empirical models is that they cannot be used for different environments other than the ones for which they were built without modification [10]. Table 1.1 shows some examples of empirical models and their corresponding operating parameters.

### Table 1.1: Examples of empiricals models [7–10]

<table>
<thead>
<tr>
<th>Model name</th>
<th>Application area</th>
<th>Frequency range (MHz)</th>
<th>Link distance (Km)</th>
<th>Transmitter antenna height (m)</th>
<th>Receiver antenna height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longley-Rice</td>
<td>Urban, suburban, rural</td>
<td>20 - 40000</td>
<td>1 - 2000</td>
<td>0.5 - 3000</td>
<td>0.5 - 3000</td>
</tr>
<tr>
<td>Hata</td>
<td>Urban, suburban, rural</td>
<td>150 - 1500</td>
<td>1 - 20</td>
<td>30 - 200</td>
<td>1 - 10</td>
</tr>
<tr>
<td>Egli</td>
<td>Urban</td>
<td>30 - 3000</td>
<td>&lt; 60</td>
<td>30 - 200</td>
<td>&lt; 10</td>
</tr>
<tr>
<td>Ericsson 9999</td>
<td>Urban, suburban, rural</td>
<td>150 - 1900</td>
<td>1 - 20</td>
<td>30 - 200</td>
<td>1 - 10</td>
</tr>
<tr>
<td>FSPL</td>
<td>Open area above any clutter</td>
<td>Any</td>
<td>Far field region</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

### 1.2.2 Deterministic propagation models

Deterministic models predict signal path transmission losses by mathematical analysis of the path geometry of the terrain between the transmitter and the receiver and the refractivity of the troposphere [33]. These models require detailed input parameters such as geometric information on terrain profile, location, and dimensions of buildings [8], and as such, their accuracy is usually very high. The main disadvantage of deterministic models is the computational overhead incurred during the signal path loss calculation that may be prohibitive for some complex environments [10]. Examples of deterministic models included Epstein-Petersen model, Deygout model and Bullington model.

Although deterministic models have the potential to be far more accurate than empirical models for a specific location and set of circumstances, they are less frequently used in practice because of their computational overhead. Consequently, empirical models are the ones mostly recommended for use in geo-location databases. For example, the FCC’s in the USA approved geo-location databases that use F-curves [34], which are statistical models derived from empirical measurements.
1.3 Spectrum sensing approach

Sensing the spectrum using a detector is another method of detecting the presence or absence of the primary system signal in a spectrum. This spectrum access method is known as the detection-based spectrum access or spectrum sensing-based access. In this approach, the detector does not know any information about the locations of TV transmitters and their transmission powers. The protection of the TV transmitters is estimated from the measurements; if the measured signal level is low enough, the spectrum is assumed to be free and can be used for transmission. The secondary user uses the primary user’s signal level it measured as a proxy for its distance to the primary user [35]. It is possible to do that since signal attenuation is a function of distance, and as such, the signal level implicitly reflects the distance to the primary user [36]. A target signal level called detection threshold is defined to decide whether the secondary user is located far enough away from the primary user or not and the secondary user is granted the primary users spectrum provided that the signal level at its location is below the detection threshold. With the appropriately selected detection threshold, the secondary user is able to identify TVWSs accurately and transmit in those bands without causing interference to the primary user.

Technically, two conclusions are drawn from the signal measured by a spectrum sensing device: either the primary user’s signal is present or absent. Traditional signal detection frameworks define two hypotheses [37] that assist in knowing which condition is present; hypothesis $H_0$ models the presence of pure noise, i.e., an idle channel not being used by a primary user, while hypothesis $H_1$ models a primary signal embedded in the noise, i.e., channel is busy and is being used by a primary user. These two hypotheses are modeled as shown in equation 1.1 and equation 1.2 respectively [37].

$$H_0 : y(n) = w(n)$$  \hspace{1cm} (1.1)

$$H_1 : y(n) = s(n) + w(n)$$  \hspace{1cm} (1.2)

where $y(n)$ is the n-th received signal sample, $s(n)$ is the n-th transmitted signal sample, $w(n)$ is the ambient noise sample and $n$ is the signal sample number.

The optimal decision test for the binary hypothesis testing is a likelihood ratio test both in a Bayesian and Neyman-Pearson sense [37, 38]. Accordingly, to know which hypothesis is present, the user constructs the likelihood ratio, $\Lambda(y)$, of the hypotheses and compares it with a detection threshold, $\eta$ [37].

$$\Lambda(y) = \frac{p(y|H_1)}{p(y|H_0)} \leq \frac{\eta}{\eta}$$  \hspace{1cm} (1.3)
where \( p(y|H_i), i \in \{0, 1\} \) is the joint probability distribution function of the measured samples, \( y \), conditioned on each hypothesis.

After replacing the probability distribution functions \( p(y|H_i), i \in \{0, 1\} \) in equation 1.3, the likelihood ratio can be written as a function of the measured samples \( F(y) \) [39].

\[
F(y) = \frac{H_0}{H_1} \eta'
\]  

(1.4)

The function, \( F(y) \), is called the test statistic. Upon receiving the measured samples, the detector evaluates the statistic, \( F(y) \), and compares it with a detection threshold, \( \eta' \). From the decision rule (1.4), preference is given to hypothesis \( H_1 \) if \( F(y) > \eta' \) and hypothesis \( H_0 \) otherwise. The evaluation of the decision rule leads to four possible outcomes, of which two are erroneous [36]:

1. The detector detects correctly that there is no primary signal in the measured signal sample.
2. The detector detects correctly that there is a primary signal in the measured signal sample.
3. The detector detects incorrectly that there is no primary signal in the measured signal. This situation is known as the mis-detection.
4. The detector detects incorrectly that there is a primary signal in the measured signal sample. This situation is known as the false alarm.

Mis-detection leads the secondary user into thinking that the spectrum is free: hence starts broadcasting and cause harmful interference to the primary user of the spectrum. While false alarm leads the secondary user into thinking that the spectrum is occupied: hence the secondary user avoids broadcasting on it thereby missing a potential opportunity for secondary transmission on the spectrum. The reliability of the spectrum sensing-based model for a certain signal level is usually described in terms of these two erroneous metrics. These metrics can be evaluated provided that the probability distribution function of the measured samples conditioned on each hypothesis is known and that the detection threshold of the detector is set [39]. Normally, the design of a detector centres on minimizing these errors, which can be varied by adjusting the detection threshold. Unfortunately, the minimization of them contains two contradictory requirements; by reducing one error the other error increases [36].

In general, sensing methods can be divided into two categories: energy detection and feature detection. These categories are discussed in the next two subsections.
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1.3.1 Energy detection

Energy detection based sensing, also known as radiometer or periodogram, works by measuring the energy contained in a spectrum band and comparing it with a certain pre-defined value called threshold to detect the presence or absence of a primary user’s signal in an RF spectrum band. The signal is detected by comparing the output of the energy detector with a set detection threshold, which acts as the determinant of the hypothesis test outcome in equations 1.1 and 1.2. The energy detector computes the decision statistic by summing the powers of the measured samples, as in equation 1.5 [40].

\[ M = \sum_{n=1}^{N} |y(n)|^2 \]  

(1.5)

where \( N \) is the size of the observation vector.

The decision on the occupancy of a band is obtained by comparing the decision statistic \( M \) against a fixed detection threshold \( \eta \). If the signal is absent, the computed statistic contains only the noise power such that \( M \leq \eta \), otherwise the measured samples contain noise and signal power, i.e., \( M > \eta \).

Energy detection using a spectrum analyser such as an RF Explorer in Figure 1.2 provides the simplest method to implement the hypothesis test.

Energy detection using a spectrum analyser such as an RF Explorer in Figure 1.2 provides the simplest method to implement the hypothesis test.

The detection performance of energy detectors depends on the knowledge of the noise power. Knowledge of the noise power level is especially important in detecting very low signal levels of primary users. If the uncertainty of the noise power level is of the order of the primary user’s signal power, then the energy detector cannot detect it and becomes unusable [41].

1.3.2 Feature detection

In feature detection, certain known characteristics of the primary user’s signal that is to be detected are used in order to detect its presence such as pilot carrier signal, preamble,
continual or scattered pilots in an orthogonal frequency division multiplexing (OFDM) signal, cyclo-stationarity of a signal in the time or frequency domain [32, 42]. The fundamental hypothesis in feature detection remains as given in Section 1.3, equation 1.1 and 1.2. Using these features in the signal detection process results in a processing gain, which enables primary signal detection below the noise floor thus decreasing the possibilities of false alarms, i.e., this detection process gives much better performance in low signal-to-noise ratio (SNR) situation than energy detection. The challenges of this detection process include high computational complexity and long sensing time [43].

The dependency of this feature detection process on the specific features of the primary user’s signal may limit its ability to adapt later to any new radio system introduced by the spectrum incumbents in the band [32].

Several spectrum-sensing methods based on feature detection exist in the literature. Table 1.2 provides some examples of feature detection methods. The table also provides a summary of the advantages and disadvantages of the energy detection and each feature detection method.

<table>
<thead>
<tr>
<th>Spectrum Sensing Approach</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Detection</td>
<td>• Does not need any prior information of the user</td>
<td>• Cannot work in low signal to noise ratio environment • Cannot distinguish users sharing the same channel</td>
</tr>
<tr>
<td></td>
<td>• Low computational cost</td>
<td></td>
</tr>
<tr>
<td>Matched Filter Detection</td>
<td>• Optimal Detection Performance</td>
<td>• Requires a prior knowledge of the primary user</td>
</tr>
<tr>
<td></td>
<td>• Low computational cost</td>
<td></td>
</tr>
<tr>
<td>Cyclostationary Detection</td>
<td>• Robust in low signal-to-noise ratio</td>
<td>• Requires partial information of the primary user • High computational cost</td>
</tr>
<tr>
<td></td>
<td>• Robust to interference</td>
<td></td>
</tr>
<tr>
<td>Wave Detection</td>
<td>• Effective for wideband signal</td>
<td>• Does not work for spread spectrum signals • High computational cost</td>
</tr>
</tbody>
</table>

The energy detection method is the commonly proposed method for TV white space (TVWS) detection because of its many advantages over the feature detection. As highlighted in Table A.1, its advantages include: it is simple as it has low computational and
implementation complexities [11, 18, 44–48]; it has good performance [49–51]; it is more
generic as detectors do not need any knowledge of the primary user signal [11, 40, 48]
and as such, it is capable of adapting to any new system introduced into the band [32].

1.4 Performance-enabling factors

The review of the two approaches for detecting TVWSs shows that the performance
of each approach is dependent on the presence or absence of certain factors. These
performance-enabling factors have not been discussed clearly in the present literature.
The literature discussion has placed much emphasis on the limitations of the spectrum
sensing-based approach, which is mainly based on the developed world environment.
This may have been the case because the idea to use TVWS originated from the devel-
oped world and the initial experiments were conducted there. The presence or absence of
these performance-enabling factors affects the performance of each approach. Therefore,
this section is dedicated to discussing these performance-enabling factors in details.

1.4.1 Performance-enabling factors for the geo-location database ap-
proach

An overview of the geo-location database-based approach is provided in Figure 1.3.
The overview diagram includes factors that affect its performance and the financial
implication for its implementation, maintenance and administration.

![Figure 1.3: Overview of geo-location database approach](http://etd.uwc.ac.za/)
1.4.1.1 Propagation models

Statistical propagation models, which are being suggested for use in geo-location databases, are based on extensive measurements taken in real environments [52, 53] as already discussed. Their prediction results are most reliable if they are used in the environments for which they were developed or in other similar environments. In these environments, the prediction results are close to ground truth data obtained after extensive measurements. However, any propagation model is affected by terrain and environmental factors, for example, terrain elevation, terrain shapes, and environment changes [54], and as such, their efficiency in predicting signal attenuation over distance suffers greatly when they are used in environments other than the ones for which they were initially built [47, 55]. So a ray-tracing propagation model that uses elevation information and local terrain environment can be a better choice in arbitrary locations [54].

1.4.1.2 Internet backbone infrastructure

Efficient and frequent communication among WSDs and between WSDs and the geo-location database is required if harmful interference to spectrum incumbents is to be avoided. For example, there must be efficient communication between a master WSD and a slave WSD and a master WSD and a geo-location database. The master WSD must be able to determine its geographical position, which is often obtained by fitting it with a GPS receiver. The primary spectrum incumbent must also be able to send updated information about their broadcasting requirements to the database. This means that the WSD must have a way to communicate to the database server before being able to use the TV frequencies. This implies the requirement of an alternate communication system, which adds complexity and cost to the device. Data connectivity is an issue in most developing world countries, especially in the rural areas.

1.4.1.3 Existence of detailed TV database information

The fidelity of TV database information also plays a role in the correct identification of the presence or absence of a TV signal at a given location. Unavailability of nationwide transmitter information such as location, output power, antenna height and radiation pattern, can limit the use of a geo-location database approach. Spectrum regulators in many countries, especially in developing regions, often lack this detailed information.
1.4.2 Performance-enabling factors for the spectrum sensing approach

An overview of the spectrum sensing approach is provided in Figure 1.4. This figure summarizes the factors that affect the performance of this approach and also includes the financial implication for its implementation, maintenance and administration.

1.4.2.1 Multi-path fading and shadowing

Signals experience multi-path fading and shadowing due to obstacles in their path such as buildings, as they propagate through the wireless medium. Such effects may lead to a scenario called the hidden user problem, or hidden terminal problem [11], where a WSD is unable to detect the presence of a primary user in a channel, as depicted in Figure 1.5. This could lead to misinterpretation of measured data by the WSD where it would think the channel is available and start to transmit, causing interference to the primary user. These effects can be severe in places where there are a lot of obstacles, such as tall buildings or hills.

1.4.2.2 Detection threshold

The value chosen as the detection threshold has a major impact on the performance of spectrum sensing equipment. If the value is too high, the technique fails to detect the presence of a TV signal in a channel thereby causing harmful interference to the incumbent, and if the value is too low, it results in false detection due to the ever present electromagnetic noise, when actually there is no TV signal in the channel. The challenge is to come up with a threshold value that is optimal, such that there is no harmful interference to the primary users nor any missed opportunities by secondary users. Often there is no threshold that simultaneously gives low false positives and low...
false negatives. The FCC, the US regulator, mandates a sensing sensitivity threshold of -114 dBm by WSDs, which is considered as being way too conservative by many in the literature and which leads not only to significant waste of TVWS but also to increased complexity in the sensing device [22, 54, 56, 57]. In terms of protecting primary TV services from interference, higher threshold values may lead to interference while lower threshold values may result in inefficient spectrum utilization.

1.4.2.3 Absence of primary users in a spectrum chunk

The number of white spaces available in the TV broadcasting band can also contribute to the performance of the spectrum sensing approach. The many factors that affect the performance of spectrum sensing make it more vulnerable to errors in detecting primary users’ signals if the primary users’ signals are present in the band. On the other hand, if there are no primary users’ services in the band or if there are vast tracts of unused spectrum in the band, it means that WSDs can be deployed in the band without concerns of interference to the primary users’ signals.

1.5 So, what is the best approach to detecting TVWS?

Since optimal performance of each approach is dependent on some factors that may not be present in some regions, neither approach can produce superior performance in all possible regions. For example, in regions or countries where propagation models have been tried and tested extensively, such that their prediction results are close to ground
truth data, there is already reliable Internet backbone infrastructure and centralized
detailed TV database information is also available. In these regions, the geo-location
database approach is expected to perform better than spectrum sensing. On the other
hand, in regions where the Internet backbone infrastructure is poor and unreliable,
propagation models have rarely been tested so that their behaviour is unclear, spectrum
usage information is scattered and stored in many formats and the regulators have not
collected it into a useful centralized database that is publicly available, then the geo-
location spectrum database approach may not produce optimal results.

1.6 Motivation

Currently, the use of a geo-location database approach is the preferred method of detecting the TVWSs in the USA and Europe [29, 58–61] as it guarantees high protection of the spectrum incumbents from interference. As mentioned in Section 1.2, geo-location databases use sophisticated propagation models on transmission parameters of known TV transmitters that it stores to predict the presence or absence of a TV signal at a given location. Empirical propagation models, which are recommended for use in geo-location databases, are each designed for a specific type of environment and a particular terrain profile classified as urban, suburban or rural. Consequently, each propagation model is useful for a specific environment and the accuracy of any propagation model depends on the fit between the parameters available for the area concerned and the parameters required by the model [7]. Most of the propagation models have been developed in the developed regions of the world based on the specific environment and terrain profile definition of such regions. The challenge with applying the propagation models directly in regions of the developing world is that the same terrain category definitions used in the developed world cannot be applied with the same accuracy [62] in regions of the developing world. The models have been tried and tested extensively in regions of the developed world such that their prediction results are close to ground truth data but have been rarely tested in the regions of the developing world where white space is assumed to provide broadband connectivity. Therefore, the probability of these propagation models having high prediction errors in a developing region, is high, if they are used based only on the similarities between the terrain type for which that model was built. Moreover, the behaviour of these models is not very well known in the developing world. Consequently, it is unclear how accurate the geo-location database approach will be in detecting TVWSs in developing regions at the moment.

As mentioned in Section 1.2, transmission parameters of known TV transmitters that the geo-location database stores are used to predict the presence or absence of a TV
signal at a given location. Consequently, the correct detection of the presence or absence of a TV signal at a given location also depends on the fidelity of the TV database information stored [26]. Unavailability of such information concerning a country’s nationwide transmitters, such as location, output power, height and antenna type, can limit the use of the geo-location approach. In many countries of the developing regions, spectrum usage information is scattered and stored in many formats, electronic and paper and the spectrum regulators have not collected these into useful centralized databases, which can be used for TVWS access.

Efficient communication between WSDs, the geo-location database and the primary users in a geo-location database network system is very vital, if harmful interference to the spectrum incumbent is to be avoided. For example, there must be efficient communication between a master WSD and a slave WSD, a master WSD and a geo-location database and a master WSD or a slave WSD. The primary incumbent must also be able to send updated information about their broadcasting requirements to the database. Most of these communications require the Internet, which makes the Internet an integral part of the whole system for reliable performance. However, in most countries of the developing world, especially the rural areas, where white space spectrum is expected to provide broadband access, the telecommunication infrastructure is poor, which does not favour the use of geo-location database as a means to access the white space spectrum. Also, the geo-location database approach requires a complex centralized structure and even more complex logistics. Most countries in the developing world may not have the necessary infrastructures at present and so these would have to be built for DSA, which is expensive.

Fading, shadowing and the hidden user problem, relevant to spectrum sensing, can be severe in the developed world because of many tall buildings, especially if they are also close together. Consequently, primary TV signals are difficult to detect accurately by spectrum sensing alone and this situation could result in harmful interference to users who have deployed TV receiving antennas on the top of their buildings. Therefore, the performance of spectrum sensing in urban areas may be low. However, in rural areas, especially those of countries in the developing world, where white space could be used to provide broadband connectivity, buildings are unlikely to cause considerable fading, shadowing or bring about the hidden user problem since rural areas are sparsely populated with only small isolated traditional building structures.

Many regions of Africa and other parts of the developing world have vast tracts of unused spectrum in the TV broadcasting spectrum, especially in sparsely populated areas, as there is not enough return on investment for broadcasters to provide many simultaneous TV channels [26]. One such region is Sub-Saharan Africa, cited by authors in [63]. The
availability of vast tracks of TVWSs in these regions does not require the same stringent restrictions as required in the developed regions, and as enforced by the geo-location database approach.

The measurement campaigns that have been conducted so far, both in the developed and developing regions, that confirm the availability of unused spectrum in the RF band, have largely been based on spectrum sensing. This confirms two important points about spectrum sensing: 1) it is easier to implement than geo-location database and 2) it generates results that are reliable such that major decisions can be based on them. Moreover, the analysis in this section has shown clearly that conditions in the developing world countries do not favour the geo-location database approach as the best approach for detecting TVWSs optimally. Therefore, there is a need to investigate a different approach based on spectrum sensing, which favours existing conditions in the developing world.

1.7 Research problem

At the moment, there are no known propagation models confirmed to predict signal attenuation well in Africa, which are part of the geo-location database components, and which assist in detecting white spaces accurately. Related to this, the behaviour of these models is not very well known in the developing world. Most of the countries in Africa and in other parts of the developing world do not have the required telecommunication infrastructure to support DSA, which is required by the geo-location database approach, for optimal performance. Consequently, in these prevailing conditions, the use of a geo-location database-based approach to detect TV white spaces in most countries of the developing world is unlikely to produce optimal results.

1.8 Research gaps

The literature review [4, 5, 26, 29, 32, 54, 58, 59, 62, 64] has revealed some research gaps and opportunities that have motivated this study. These are summarised as follows:

1. Although a geo-location database-based approach to TVWS access is the one that is preferred in developed world countries, the approach does not favour conditions existing in developing world countries, especially the rural areas. Consequently, there is a need to investigate a framework that is more suitable to these areas.
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2. The literature study has also revealed that although cooperative detection has been proposed as the solution to the hidden terminal problem, it does not completely eliminate the problem. Therefore, there is a research gap to find ways and means of improving the detection.

3. The literature study has also revealed that finding a single detection threshold that simultaneously gives a low false alarm rate and a low mis-detection rate is difficult and almost impossible. Consequently, more research is required to find a way out of this threshold detection decision dilemma in order to be able to achieve optimal results.

4. The literature review on auction mechanisms, meant for secondary spectrum markets, has shown that they are in the early stages of development and there is room for improvement. Therefore, there is a need for more research in this area, in order to develop an auction mechanism eventually, that really reflects the practicality of secondary spectrum markets.

1.9 Research questions

This research work intends to investigate a novel distributed architecture based on real-time spectrum measurement data, which does not use propagation models in detecting TVWSs. To achieve that, the research seeks to answer the following research questions:

1. Is there framework that is well adapted to AFRICA and the developing world, where RF spectrum usage is different from that in developed countries?

2. If such a framework exists,
   (a) How will frequency sensing be implemented?
   (b) How will spectrum be shared among participating entities/players?

1.10 Research aims and objectives

The aims of this research are three-fold: white space spectrum quantification, white space spectrum allocation and white space-aware network design. Firstly, the research aims at investigating a white space network detection architecture based on cooperative spectrum sensing. The research also aims to investigate a suitable spectrum sharing/trading mechanism for short-time leasing of the primary users’ spectrum (white spaces)
to secondary wireless operators and finally, the research also aims to investigate the
design of a white space-aware network.

The aims of the research are addressed through the following specific objectives:

1. Design a white space spectrum detection network architecture based on cooperative
detection that utilizes new proposed spectrum sensing design principles to further
protect primary users, that minimises both mis-detection and false alarms and
that addresses the challenge of defining a single detection threshold that produces
optimal results.

2. Develop an auction-based mechanism that mimics the process employed in genetic
algorithm (GA) to maximise the spectrum allocation for sharing/allocating white
space spectrum to secondary wireless operators.

3. Develop a white space-aware mesh network topology reduction algorithm that
can be used during the network feasibility study in white space frequencies to
guide the network engineer in selecting the most relevant performance metrics
during the implementation process. Related to this, develop a white space-aware
network utility function for selecting network nodes of a hierarchical backbone
mesh network topology.

1.11 Research Methodology

In order to accomplish the objectives stated in Section 1.10, the following research
methodologies are applied: literature review, experimental measurements and simula-
tions. An explanation of where each of the research methodologies is used in the research
follows:

1. A thorough literature review of the proposed approaches to white space spectrum
access, what spectrum regulators of other countries say about the approaches and
what the current standards on white space access say about the approaches, is carried
out, in order to have a better understanding of these approaches, while laying down
the foundation for this proposal. A thorough literature review is also carried out on
traditional approaches to sharing/allocating the radio frequency spectrum to wireless
operators in order to understand their limitations on being used for sharing white
space spectrum to secondary wireless users.

2. Measurement experiments of the RF spectrum in the UHF band of the TV frequency
spectrum are carried out with a spectrum analyser in different scenarios (indoor and
outdoor) to compare the performance of the sensing/detection approach with some common propagation models recommended for use in the geo-location approach. The spectral measurements are also used in the evaluation of the proposed white space detection architecture.

3. Simulations are used during the performance comparison of the sensing/detection approach with some of the common propagation models recommended for use in the geo-location approach. These models are also used in the performance evaluation of the proposed auction-based mechanisms for sharing white space spectrum to secondary users, and also in the performance evaluation of the proposed network topology reduction algorithm and the utility function for selecting nodes for inclusion in a hierarchical backbone network topology.

1.12 Research contributions

Clearly, the geo-location database approach will not perform optimally in most developing world countries, especially in the rural areas where white spaces are anticipated to provide broadband access to the Internet, due to lack of infrastructure to provide dynamic spectrum access. The work in this research proposes a cooperative sensing-based framework for TVWS detection that includes a new concept called multi-threshold detection design where more than one detection threshold is used to detect the white spaces. To the best of the author’s knowledge, the proposed framework is the first of its kind to include multi-threshold detection design. Existing proposals including the ones reviewed in this research include single-threshold detection design in their frameworks, where only one detection threshold is used to detect the white spaces. In addition to this addition to the existing knowledge, the proposed framework also includes a new concept called virtual pricing design, to rank the detected white spaces in terms of the probability to cause interference to the primary users. As a direct result of ranking the white spaces, the proposed framework includes a sequential allocation design of the white spaces to the secondary users, based on their probability to cause interference to the primary users. As far as the author’s knowledge is concerned, these two designs have never been used before in any of the existing frameworks.

Dynamic spectrum markets for future wireless network devices will involve complex spectrum transactions. The nontrivial dynamics in channel quality, spatio-temporal spectrum availability and the existence in the market of many diverse players with different power limit and channel bandwidth requirements, will call for new ways of allocating the spectrum [65]. To attract primary users of the white spaces to participate in secondary
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spectrum markets, an auction strategy has been advocated as the best strategy for spectrum trade [65, 66]. As a contribution to the existing knowledge on spectrum auctions, the work in this research proposes a spectrum auction mechanism design, that not only meets the economic properties that are essential for any auction mechanism design for selling merchandise, but also meets the complementary requirements that are specific for the secondary spectrum market auctions. While most of the existing spectrum auction mechanism designs meet the economic properties of any auction mechanism for selling merchandise, to the best of the author’s knowledge, none meet all the complementary requirements specific to secondary spectrum market auctions.

In order to utilize the white space spectrum efficiently, white space spectrum users can be divided into groups, so that those whose networks do not interfere on a spectrum segment can share the same spectrum segment for broadcasting. It is reported in [66] that the spectrum buyer grouping problem into non-interference buyer groups is NP-hard hence only heuristics exist. As a contribution to knowledge in this area, a new non-interference buyer-grouping strategy called the Interference Graph-Complement (IG-C) strategy, has been designed, which extracts the non-interference buyer groups from the complement of the interference graph. The strategy produces optimal results, i.e., it produces a minimum number of non-interfering buyer groups leading to improved spectrum reusability.

The multi-hop wireless mesh networks in Wi-Fi frequencies incur prohibitive costs for network carriers to deploy ubiquitous Wi-Fi, because of the node spacing required for Wi-Fi propagation [67]. However, the TVWSs have made available new spectrum opportunities with a far greater transmission range and better penetration properties than Wi-Fi, for the deployment of multi-hop wireless mesh networks, which could cost less. Part of the work in this thesis investigated the deployment of mesh networks in white space frequencies and discovered dense mesh network topologies. Therefore, a network topology reduction algorithm has been developed that could guide network engineers, during network feasibility studies done in white space frequencies, to select the most relevant performance metrics in the actual implementation process. In addition, a network utility function, which takes parameters, specific to white space frequencies, into consideration, has been formulated for selecting mesh network nodes to be part of a hierarchical backbone mesh network topology, which is more scalable than a flat sparse mesh network topology. To the best of the author’s knowledge, this work on network engineering in white space frequencies is the first of its kind.
1.13 Declaration of publications

Some ideas and figures in the thesis have appeared in the following recent articles published from the research work.

**Journal articles**


**Refereed conference publications**


1.14 Thesis outline

Figure 1.6 depicts the thesis structure in relation to the three main components of the research; spectrum quantification, spectrum allocation and network design. Chapters 2 and 4 contain the groundwork information necessary for answering the research questions. Chapter 2 also answers Research Question 1. Research Question 2a (Spectrum Quantification) is answered in Chapter 3 and Chapter 5 answers Research Question 2b (Spectrum Allocation). Chapter 6 constitutes the network design component and Chapter 7 is the conclusion.

In summary, the contents of the chapters are as follows:

- **Chapter 2: Literature Review**
The chapter reviews the literature on the approaches and the developments that have taken place, in terms of TVWS access, since the idea was proposed by the FCC in 2004 [68]. The developments in TVWS that have taken place from national/regional registration to international standards and the recognition of the role that spectrum sensing can play in TVWS detection, highlighted by these national/regional registrations and international standards, are presented in the chapter. Cooperative detection and reviews of some TVWS detection architectures based on cooperative detection are also discussed in the chapter. Finally, the chapter reviews the problem of sharing/distributing TVWS spectrum to secondary users and the auction mechanism, as a promising solution to this problem.

- **Chapter 3: White Space Network Management Model Formulation and Experimental Evaluation**
The formalisation of the architecture for the TVWS network management that includes the white space detection component based on cooperative detection is presented. New spectrum sensing design principles incorporated in the white space detection component to minimise the challenges of spectrum sensing as a method for TVWS detection are presented in the chapter. Evaluation of the principles, using real-world outdoor spectral measurements in the TV frequency band, is also presented in the chapter.
Chapter 4: Secondary Spectrum Market-Based Auction Design
In this chapter, an auction mechanism design that meets the specific requirements for a secondary spectrum market, in addition to having the economic properties of an auction mechanism for selling general merchandise, is presented. Specific requirements for a secondary spectrum market auction are analysed first to ensure completeness of the proposal. In order to utilize spectrum efficiently, which is one of the key elements that a secondary spectrum market auction should address, a non-interfering buyer grouping strategy is presented in the chapter. The chapter also includes an evaluation of the proposal on arbitrary heterogeneous buyer networks.

Chapter 5: White Space-Aware Mesh Network Engineering
The chapters starts by highlighting the design challenges most likely to be met when
designing mesh networks using TVWS frequencies; identifying relevant TVWS parameters and dense network topology are mentioned, and are what the chapter focuses on to address. A link-based topology reduction algorithm for reducing a dense mesh network topology to a sparse mesh network topology, is presented. A network optimisation function based on three metrics that determine a centrality measure of a node in a network graph and a network optimisation function based on white space parameters, are also presented in the chapter, in order to introduce a hierarchical backbone-based network topology from the sparse network topology. Performance evaluation on the designs is also presented in chapter.

• Chapter 6: Conclusion and future research
The chapter commences by restating the research problem and the research questions. A synthesis of how the research questions were addressed is presented. The chapter concludes by providing suggestions for future potential research in the area of dynamic spectrum access.
Chapter 2

Literature Review on Approaches to TVWS Access and Spectrum Auction

2.1 Introduction

Interference by WSDs to licensed incumbent operations in the TVWSs could hinder the proliferation of future wireless networks in the TV frequency band, which has a greater transmission range and better penetration properties than higher frequency bands [1] such as the 2.4 GHz band and the 5 GHz band. Currently, extensive research is going on in various research centres and institutions to find ways of avoiding the interference as much as possible [69–72]. WSDs could avoid causing harmful interference by accurately detecting the white spaces and transmitting only at times when the licensed spectrum incumbents are not transmitting. As discussed in Chapter 1, the geo-location database approach and spectrum sensing approach are the acceptable proposals for the TVWS detection so far.

This chapter reviews the literature on the developments that have taken place in relation to the two approaches. The developments in TVWS that have taken place from national and regional registration to international standards and the recognition of the role that spectrum sensing can play in TVWS detection highlighted by these national/regional registrations and international standards, are presented first in this chapter. Factors that affect the performance of each approach and how the availability or absence of these factors in a region will influence the decision as to which approach to use, are discussed next in this chapter. The next section discusses cooperative detection method and reviews some of the TVWS detection architectures based on this method. The
final part of this chapter reviews the literature on spectrum auction, which has been proposed as a method for sharing white space spectrum, that could encourage spectrum incumbents to trade their unused spectrum.

2.2 Review of developments in TVWS access

In a move to support opportunistic access to TVWSs, telecommunications regulatory authorities in the US and Europe have developed rules and standards governing the use of WSDs in TVWSs. This section discusses the developments that have taken place in this area, in order to understand the background to the research problem.

2.2.1 Developments undertaken by FCC in the US

FCC’s TVWS work efforts date back to 2004 when it first released the Notice of Proposed Rule Making in ET Docket 02-380 [68] that proposed to allow unlicense radio transmitters to operate in the broadcast television spectrum at locations where that spectrum was not being used. Over the years, the FCC has taken steps to allow unlicensed operations in TVWSs. Finally, in November 2008, in its Second Report and Order (R&O) [20], it decided to open the TVWS to unlicensed use. A number of requirements for the unlicensed use of TVWS spectrum were specified. Three types of WSDs (referred to by the FCC as TV band devices) were introduced:

1. Fixed devices, which transmit and/or receive radio communication signals at a specified fixed location and can be used to provide wireless broadband access in urban and rural areas. They employ both geo-location/database access and spectrum sensing capabilities in order to identify unused channels for opportunistic access.

2. Mode II personal/portable devices, which use internal geo-location capability to gain access to a geo-location database, either through a direct connection to the Internet or through an indirect connection to the Internet through fixed TV band devices (TVBDs) or another Mode II TVBD to obtain a list of available channels. Mode II TVBDs are assigned lower power limits than fixed TVBDs.

3. Mode I personal/portables do not access a geo-location database directly as they do not have internal geo-location capability to access a TV band database directly and obtain a list of available channels. Mode I device obtain a list of available channels on which it may operate from either a fixed TVBD or a Mode II personal/portable TVBD. Mode I TVBDs operate at the same power limit as Mode II TVBDs.
In September 2010, the FCC issued a Second Memorandum Opinion and Order (MO&O) [59] determining the final rules to make the unused spectrum in the TV bands available for unlicensed broadband wireless devices. The new rules removed the mandatory requirement that TVBDs that incorporate geo-location and database access must also listen (sense), in order to detect the signals of TV stations and low power auxiliary service stations (wireless microphones). The FCC stated that the geo-location and database access method and other provisions of the rules would provide adequate and reliable protection for incumbent devices, thus making spectrum sensing not necessary.

2.2.2 Developments undertaken by Ofcom in the UK

Ofcom, the UK regulator, in its review, called Digital Dividend Review [73] released in December 2007, made a proposal to allow a license-exempt use of interleaved spectrum for cognitive devices that can detect unused spectrum and transmit without causing harmful interference. In the review, Ofcom guaranteed the need to protect licensed users of the spectrum (digital terrestrial television (DTT) and programme-making and special events (PMSE) systems) against harmful interference that could result from the use of the cognitive devices on the interleaved spectrum. Thus, Ofcom promised not to allow cognitive equipment use on interleaved spectrum until satisfied with the protection of license holders against harmful interference. As a follow-up to the Digital Dividend Review, in February 2009, Ofcom opened a cognitive consultation that proposed a number of technical parameters that would prevent harmful interference while enabling the license-exempt cognitive use of interleaved spectrum [74]. In the cognitive consultation, Ofcom proposed three main approaches to detect unused spectrum; detection, geo-location database and beacon transmission. As a conclusion to the cognitive consultation, Ofcom released a statement called Digital dividend: cognitive access [1], in which some of the issues raised in the consultation were concluded. Some of the major conclusions in the statement were:

- Beacon transmission was discarded as it was considered the least appropriate method.
- The detection approach was proposed to be used alone to detect unused spectrum. However, Ofcom noted in the statement that the implementation of detection-only devices would likely be many years ahead, and hence it would not go ahead making the necessary regulations to license-exempt such devices.
- The geo-location approach was the most important mechanism to detect unused spectrum in the short to medium term. Hence Ofcom would proceed with the definition of the specific technical requirements for its use.
Following the conclusions drawn from the statement, Ofcom released a number of consultations [75–77], statements [60, 78] and technical reports [79, 80] on TVWSs and geo-location until it finally came up with regulations that enabled license exempt use of WSDs in the UHF TV band in December 2015 [64] with geo-location database approach as the approved method.

### 2.2.3 Developments undertaken by the ECC

In the report called ECC Report 159 [32] released in January 2011 containing recommendations on technical and operational requirements for the possible operation of WSDs in the UHF TV frequency band, the Electronic Communications Committee (ECC), working within the Conference of European Postal and Telecommunications (CEPT), addressed a method for calculating an appropriate sensing threshold method and the corresponding maximum emission limits for WSD under various configurations. In the report, the recommended detection threshold values range from -91 dBm to -155 dBm depending on the DTT planning scenario. The report further says that these values are too low, when compared with other values, and way below a WSD receiver noise floor, which makes the spectrum sensing techniques extremely challenging to implement. The ECC further argues in the report that setting sensing thresholds very low in order to protect spectrum incumbent services would result in an increasing device cost and complexity as well as in a reduced number of available channels. It is also reported in the report that in some scenarios, even these low detection threshold values do not guarantee a reliable detection of the presence/absence of the broadcasting signals at a distance corresponding to the interference potential of a WSD. Based on these shortfalls of the spectrum sensing technique investigated, the report states that the spectrum sensing technique, if employed by a stand-alone WSD (autonomous operation), is not reliable enough to guarantee interference protection of DTT receivers using the same channel. Therefore, the use of a geo-location to avoid possible interference to DTT receivers is recommended in the scenario investigated in the report. In addition, the report concludes that in cases where the use of a geo-location database can provide sufficient protection to the broadcast service, sensing is not required.

### 2.2.4 IEEE Standards on TVWS

The Institute of Electrical and Electronics Engineers (IEEE), an organization that develops and maintains networking standards internationally, has come in to develop standards that provide a common operating architecture and mechanisms for WSDs that satisfy regulatory domains internationally. IEEE 802.22 [81], is a standard for wireless
regional area network (WRAN) primarily designed for a white space device (WSD) to operate in the TVWSs from 54 MHz to 862 MHz on a non-interfering basis with the primary users. The standard is aimed at providing wireless broadband access to hard-to-reach, low population density areas, typical of rural environments. The 802.22 standard utilises cognitive radio technology principles to meet regulatory requirements for protection of spectrum incumbents as well as to provide for efficient operation of IEEE 802.22 networks [81]. Three cognitive radio capabilities are supported by the Standard: spectrum sensing, geo-location database access and specially designed beacon [82]. One or more cognitive radio capabilities can be adopted based on the regulatory domain requirements. The IEEE 802.22 standard is the first worldwide standard to define a standardized air interface based on cognitive radio techniques for the opportunistic use of TV bands on a non-interfering basis.

IEEE 802.11af standard [58], also referred to as White-Fi and Super Wi-Fi, is a wireless computer networking standard in the 802.11 family that allows wireless local area network (WLAN) operation in the TVWS spectrum in the VHF and UHF bands between 54 MHz and 790 MHz [83]. It defines international specifications for spectrum sharing among unlicensed WSDs and licensed services in the TVWS band. The standard uses CR technology principles to limit interference to primary users, such as analog TV, digital TV, and wireless microphones, from the use of unused TV channels by WSDs. One of the key components of the IEEE 802.11af architecture is the geo-location database as the standard’s only cognitive property, which helps the WSDs to find the available spectrum resources. The geo-location database stores, by geographic location, the permissible frequencies and operating parameters for WSDs in order to fulfill the regulatory requirements [84]. The databases are authorized and administrated by regulatory authorities, and as such, their operation depends on the security and time requirements of each particular applied regulatory domain [85].

2.2.5 Protocol to Access White Space (PAWS)

The Internet Engineering Task Force (IETF), an organization that develops and promotes open Internet standards, is defining a standardised protocol to access the spectrum database in the Protocol to Access White Space (PAWS) [29] that allows a secondary user to access white spaces for non-interfering use. According to IETF, a geo-location database can track available spectrum in accordance with the rules of many regulatory domains and make this information available to WSDs [29]. In the protocol, the IETF states that the geo-location database approach shifts the complexity of spectrum-policy conformance out of the WSD and into the database and also simplifies the adoption of policy changes, limiting updates to a handful of databases, rather than numerous devices.
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[29]. IETF also states that the approach opens the door for innovations in spectrum management that can incorporate a variety of parameters, including user location and time and has the potential to include other parameters such as user priority, signal type and power, spectrum supply and demand, payment or micro-auction bidding, and more, [29] in the future.

2.3 Recognition of spectrum sensing’s role in TVWS access

The analysis of the regulations and international standards/protocols developed so far on TVWS access clearly favours the geo-location approach, as a secure method of accessing TVWSs, as compared to the spectrum sensing approach. Although this is the case, the value of sensing for TVWS access is still acknowledged by the spectrum domains and some standards analysed in the previous section. This section highlights those acknowledgments.

The FCC removed spectrum sensing as a mandatory requirement for TVBDs in the Second Memorandum Opinion and Order (MO&O) [59] that determined the final rules to make TVWSs available for unlicensed broadband wireless devices, but made the following statement, which in a way symbolises its recognition of the value of sensing for TVWS access.

*While we are eliminating the sensing requirement for TVBDs, we are encouraging continued development of this capability because we believe it holds promise to further improvements in spectrum efficiency in the TV spectrum in the future and will be a vital tool for providing opportunistic access to other spectrum bands.*

The FCC also showed the importance of sensing for TVWS access by going ahead with the definition of the technical rules for its use [59] although spectrum sensing was no longer a mandatory requirement for TVBDs.

Ofcom went ahead to propose the use of the detection approach alone as a method for detecting unused spectrum in the TV frequency band, but with sensing levels and transmit levels lower than it had originally proposed in the cognitive consultation [74], in its statement [1] released following that consultation. The decision to use more conservative sensing and transmit levels followed the argument of license holders and other affected stakeholders that sensing and transmitting parameters should provide greater levels of protection, and Ofcom accepted this argument. Ofcom’s proposal to
allow the detection approach to be used alone, was based on its view that the likelihood of interference occurring in such a case depends on the sensing and transmitting parameter values selected. In the statement, Ofcom went on to say that a further possibility of improving the performance of detection currently being considered at a research level was for multiple cognitive devices to share information on signal detection (cooperative detection). In its view, Ofcom thought this would improve the probability of detection, since if one device were in a shadow of the wanted signal, it might be able to receive a signal from another nearby device which was not shadowed, warning that the frequency was in use. All these explanations, made in the statement about detection, show Ofcom’s confidence in the approach. As already mentioned in Section 2.2 Subsection 2.2.2, Ofcom did not go ahead with making the necessary regulations to license-exempt WSDs based on detection alone, as it thought that the implementation of such devices would be many years away [1].

As discussed in Section 2.2 Subsection 2.2.4, the IEEE 802.22 Standard [81] utilises cognitive radio technology principles to meet regulatory requirements for protection of spectrum incumbents as well as to provide for efficient operation of IEEE 802.22 networks, in which spectrum sensing is included as one of the three cognitive radio capabilities. The Standard also goes on to say that one or more cognitive radio capability can be adopted, based on the regulatory domain requirements. All this clearly shows the value that spectrum sensing can contribute as an approach to TVWS identification.

2.4 Cooperative detection

Single sensor detection suffers from poor performance due to multipath fading and shadowing, which results in a hidden user problem or hidden terminal problem [9, 22, 56, 86, 87], as discussed in Section 1.4 subsection 1.4.2. An approach that has been suggested recently to overcome the hidden user problem is to use cooperative detection with multiple independent detection sensors.

Cooperative detection occurs when a group of cognitive radios, distributed in different locations, share the sense information they obtain from their respective locations with each other (see Figure 2.1). Cooperative detection relies on the variability of a primary user’s signal strength at various locations [50] and is most effective when collaborating cognitive radios observe fading or shadowing independently [44, 88]. In general, cooperative detection consists of the following steps [89]:
Every cognitive device performs local spectrum sensing measurements and based on that, makes a binary decision (1 or 0) on whether the primary user is present or not.

All of the cognitive devices forward their binary decisions to a common receiver.

The common receiver fuses the cognitive radio decisions using some fusion logic (Xoring or ORing) and makes a final decision to infer the absence or presence of the primary user in the observed channel.

A cooperative detection network can be built either among cognitive device (internal sensing) or external sensors. Using cognitive devices, cooperative detection can be implemented in two coordinating techniques: centralized and distributed [23].

In centralized detection, a central unit collects sensing information from cognitive devices, which is tasked to identify the presence or absence of a primary transmitter or receiver. The central unit broadcasts the hard (binary) sensing results it makes to other cognitive devices or directly controls the cognitive radio traffic [11]. By centralizing the final hard binary sensing results, the fading effects of the channel are mitigated and detection performance is increased [11].

In distributed detection, cognitive devices share sensing information with each other, but each cognitive device makes its own decision as to which part of the spectrum it can use [11]. Distributed detection does not require a backbone infrastructure, as centralized detection does, and as such, incurs reduced costs [11].
In external detection, an external agent performs the detection and broadcasts the channel occupancy information to cognitive devices [11]. External detection has some advantages over internal detection, for example, spectrum efficiency is increased if external detection is used as cognitive radios do not spend time sensing [11]. External sensing also addresses the power utilization dilemma of internal sensing because the detection network is not required to be mobile and does not therefore, need to be powered by batteries [11, 90], as is the case with internal detection.

2.5 Review of some TVWS detection models based on cooperation detection

Many of the challenges faced by a single detection model for detecting TVWSs accurately are eliminated by a cooperative detection model. In this section, some of the well-known TVWS detection models that have been proposed, with cooperative detection as their main concept that help to detect the white spaces accurately, are reviewed.

In [3], a cooperation detection model using externally coordinated sensing network is proposed. The sensing network is a separate network fully dedicated to performing spectrum sensing. The model has two types of networks: the detection network and the operational network. The detection network comprises a set of sensors deployed in the desired target area, sensing the spectrum either continuously or periodically and communicating the results to a sink node. The sink node processes the collected data and eventually makes the information about the spectrum occupancy in the sensed target area available to the operational networks. The operational network, thus informed, is the one that opportunistically uses the unused spectrum and accepts information about the spectrum occupancy map in order to determine which channel to use, when to use, and for how long [3]. Their proposal is dependent on changing the hardware architecture of the sensors in the detection network, e.g., spectrum sensors designed specifically for sensing single band can include specific feature detection techniques in their hardware architectures [3]. A possible indoor deployment scenario of this model is depicted in Figure 2.2. [3].

Ying et. al in [4] propose an indoor cooperation detection model also having a separate detection network fully dedicated to performing spectrum sensing called WISER. The model consist of three components: a real-time sensing module, a white space database, and an indoor positioning module. The function of the real-time sensing module is to perform real-time outdoor and indoor spectrum sensing and to report the results to the white space database [4]. The white space database receives real-time channel signal
strength data from the spectrum sensors of the real-time sensing module and processes that data to obtain corresponding up-to-date indoor white space availability. The white space database also handles white space availability queries from the white space devices. The indoor positioning module is used by the white space device to determine its indoor location before querying the white space database for a list of vacant channels at its location that it can use for communication in a separate white space networking infrastructure. One of the most important features of this model is that it takes sensor cost into consideration by proposing to strategically place the sensors by utilizing correlations in signal strength across multiple locations, which were observed in experiments. In their experiments, Ying et al. [4] observe strong correlations in signal strength across multiple indoor locations from a single channel and also strong correlations in multiple channels in their signal strengths and white space availability patterns across all locations. As a result of this, they suggest clustering of both the channels and the locations and focus on monitoring representative channels at representative indoor locations. To avoid random placement of the sensors in the clusters, which might results in a waste of the sensors, i.e., many unnecessary detectors deployed or insufficient sensors deployed, they devise a greedy algorithm for placing the spectrum sensors in the clusters, which ensures both coverage and performance requirements. The greedy algorithm ensures that every cluster is covered by at least one sensor [4]. Their model is depicted in Figure 2.3.

In [5], indoor white space exploration model with an externally detection network to perform spectrum sensing called FIWEX is proposed. In their model, Liu et al. exploit the location dependence and channel dependence of TV channels signal strength, to strategically deploy a limited number of sensors, which are able to reconstruct the white space availability map of an entire floor of a building, with high accuracy. In their experiments, Liu et al. also observed that indoor white space signal strength has both location dependence and channel dependence. They use these two key characteristics in their model to propose a novel data reconstruction algorithm based on compressive
sensing that helps to reduce the number of sensors needed to explore indoor white spaces efficiently. To avoid random placement of the sensors, Liu et al. also designed a sensor deployment method that helps to improve the data reconstruction accuracy. The system architecture of their model is shown in Figure 2.4.

Zhang et al. in [6], propose an outdoor white space detection model based on an externally sensing network that uses spectrum sensors, mounted on public vehicles, to collect and report measurements from the road, which they called V-Scope. The measurements are used to refine various signal strength models, which can be used by geo-location databases to manage outdoor whites paces efficiently. They note that geo-location databases have inevitable inaccuracy in predicting the signal strength of primary users.
because the propagation models used in them are unable to capture the environment-induced variations. As a result, the databases under-utilize some white space channels because of the conservative model configuration used. To improve the accuracy of databases with spectrum measurements, V-Scope uses an enhanced version of feature detection to accurately detect primary signals while measuring their power up to the FCC-mandated sensing threshold of -114 dBm. Using the measured power of primary users, V-Scope refines the parameters of a propagation model used in a geo-location database not only to predict the signal strength of primary users better but also to improve the accuracy of the database. Zhang et al. state that V-Scope provides geo-location databases with extra functions, which other databases cannot provide without the V-Scope, e.g., an estimation of the quality of white space channels and localisation of primary and secondary devices [6]. Figure 2.5 shows the system architecture for V-Scope.

![Figure 2.5: V-Scope system architecture](http://etd.uwc.ac.za/)

2.6 Literature review on spectrum auction

Sharing/distributing the white space spectrum to secondary users is a problem that the research community is trying to solve due to the nature of the white space spectrum and the diversity of the network players involved. Any strategy chosen for assigning white space spectrum to secondary users has to ensure maximisation of spectrum utilisation and also ensure fairness of distribution to each and every secondary user in need of white space use. So far, many dynamic spectrum access technologies have been suggested but one proposal that stands out, and seems to be viable, is the auction strategy. Due to its perceived fairness and allocation efficiency [91], an auction is the best-known market-driven mechanism, so far, that promises to solve the white space spectrum assignment
problem. In a well-designed auction setup, every secondary user has an equal opportunity to win a spectrum segment [92] and primary users are attracted to release their unused spectrum to secondary users because of the income that an auction set-up can generate. Although this is the case, designing an auction mechanism for secondary spectrum markets, like white space spectrum, is not an easy task because of the nature of secondary spectrum market, which has many additional requirements, in addition to the usual economic properties that any auction mechanism for selling general merchandise should meet. The economic properties that are deemed to be essential for any auction mechanism are as follows:

- **Truthfulness.** An auction is considered to be truthful if each bidder bids with his true valuation of the item on auction. It ensures that neither the buyer nor the seller gets a high return by misrepresenting/misreporting their true valuation, thus they have no incentive to be untruthful [93]. A truthful auction simplifies the bidding strategy of each bidder, by encouraging him to bid what he really estimates as his valuation of the item instead of guessing what his competitors would bid [66].

- **Individual Rationality.** An auction mechanism is individually rational if, for each item on auction, its clearing price is not less than the income that the seller expects for it and at the same time not bigger than the payment that the buyer declares [66]. In an individual rational auction, both sellers and buyers achieve non-negative utility.

- **Budget Balance.** An auction mechanism is budget balanced if the auctioneer maintains a non-negative balance at the end of the auction, i.e., charges collected from winning buyers are not less than the payments to winning sellers [66].

Apart from these economic properties, an auction mechanism designed for secondary spectrum markets should also meet the following complementary requirements:

- **Spectrum re-usability.** Spectrum is different from conventional goods in the sense that it can be auctioned to more than one buyer, as long as the networks of those buyers do not interfere with one another. So a spectrum auction mechanism for secondary spectrum markets should include spectrum re-usability.

- **Support of heterogeneous networks.** Secondary spectrum markets are characterised by heterogeneous networks with diverse transmission schemes and channel width requirements. So an auction mechanism for secondary spectrum markets should support auction of spectrum to these heterogeneous networks.
• **Support of multi-unit.** In a secondary spectrum market, both sellers and buyers may want to trade multiple spectrums in order to increase their revenues or alleviate business burdens [66]. Therefore, a spectrum auction mechanism meant for secondary spectrum markets should be flexible and able to support multi-unit trade.

• **Support auction of heterogeneous spectrums.** Segments of a spectrum to be auctioned in a secondary spectrum market may have different central frequencies, which translate to different transmission ranges. So an auction mechanism for secondary spectrum markets should support that.

• **Support of buyer spectrum-specific demands.** Based on the quality of service (QoS) requirements, such as cell size to be covered, bidders may prefer to bid for parts of the spectrum that will enable them to achieve the level of transmission range required to cover the cell size. So an auction mechanism for secondary spectrum markets should be able to support bidders choices for specific parts of the spectrum.

• **Support interference-free transmission.** While it supports spectrum re-usability, an auction mechanism for secondary spectrum markets should also support the interference-free transmission of the spectrum buyers on the leased spectrum by accommodating the different transmission ranges of the buyers.

### 2.6.1 Review of some spectrum auction proposals

As introduced in this section, a secondary spectrum market auction design has many complementary requirements that it needs to meet in order to reflect the real secondary spectrum market situation. This subsection reviews some of the well-known auction mechanism proposals and also highlights their limitations for use in a secondary spectrum market.

Zhou, *et al.* in [94] propose a truthful dynamic spectrum auction, which is computationally efficient, called VERITAS, to support an eBay-like dynamic spectrum market. To prevent market manipulation by the bidders and to eliminate the expensive overhead of strategising about other bidders, VERITAS is a sealed-bid auction format, i.e., bidders submit their bids privately to the auctioneer. A sealed-bid auction encourages bidders to reveal their true valuation of the spectrum and helps the auctioneer to assign the spectrum to the bidders who value it most. VERITAS supports diverse bidding formats and the auction of multiple units. One limitation of VERITAS, for use in a secondary spectrum market, is that it is a unilateral auction, i.e., single seller and multiple buyers, which is not the case in a secondary spectrum market, where there are multiple sellers and multiple buyers.
Subramanian, et al. [95], propose a coordinated dynamic spectrum access (CDSA) model composed of multiple buyers with a heterogeneous channel width and a centralised spectrum broker for the spectrum allocation problem in cellular networks. The broker’s responsibility is to collect spectrum supply information from the sellers and spectrum demand information from the buyers, and then execute the auction process with the objective of maximising the overall revenue generated, subject to there being no wireless interference in the buyers’ networks. The architecture adopts a physical interference model during spectrum allocation and multiplexes a channel among non-conflicting base stations. However, it is also a unilateral auction, like [94] and does not guarantee the truthfulness of the bidding function [66].

Su, et al. in [66] propose a truthful bilateral multi-unit heterogeneous auction scheme called TBMAH for the secondary spectrum market, which supports participation of heterogeneous networks and has polynomial time complexity. To prevent market manipulation by the bidders and to enforce truthfulness among them during the bidding process, TBMAH adopts a bid-independent grouping method. TBMAH also considers spectrum re-usability, i.e., it multiplexes a channel among non-conflicting buyers by implementing a coverage based interference model. The challenge with TBMAH is that it uses a simplistic assumption that demands of buyers are not channel-specific in the performance evaluation, which cannot be the case in the secondary spectrum market, as explained in the introduction to this section on the support and fulfilment of buyer spectrum-specific demands.

Yu, et al. in [96], propose a distributed and heuristic spectrum assignment algorithm for multi-radio wireless cognitive networks in a cognitive network environment, called Fairness Bargaining with Maximum Throughput (FBMT) that considers both the fairness and throughput. FBMT models interference among bidders as a graph colouring problem and uses several optimization functions that take into account heterogeneity in both spectrum availability, reward and interference constraint. FBMT’s limitation is its assumption that all primary users have the same transmission range and that all secondary users have the same transmission range in the auction process, which is not the case in secondary spectrum markets, as explained in the introduction to this section, on the support of both heterogeneous networks and heterogeneous spectrum auction requirements.

In [97], Chen, et al. propose a multi-seller-multi-buyer double auction with a third-party auctioneer for heterogeneous spectrum transactions in secondary spectrum markets, called TAMES. TAMES considers spectrum usability by modelling interference between buyers on a specific spectrum, using a frequency-specific interference graph, and adopts a non-interfering buyer-grouping approach from it. The novel non-interfering
buyer-grouping approach in TAMES ensures truthfulness and individual rationality of the auction. In TAMES, a seller is able to trade multiple spectrum segments and buyers can submit multiple bids for different spectrum segments. A limitation of TAMES is that it only considers buyers with identical spectrum demands, i.e., the same channel width, which is not the case in secondary spectrum markets, as discussed in the introduction to this section on the support of heterogeneous networks.

Parzy and Bogucka [98], propose a non-identical objects spectrum sharing scheme in TVWS that takes bandwidth and power requirements of the secondary users into account. The proposal considers the spectrum sharing and allocation problem in TVWS as a combinational auction, with non-identical objects, due to the diverse power and bandwidth requirements of secondary users. The proposal uses a linear integer programming technique, called a branch and cut technique, to reduce the complexity of the optimization algorithm significantly. Like similar auction proposals in secondary spectrum markets for [66, 96, 97], the proposal is also based on a centralized entity, called the spectrum broker, whose target is to maximize the profit and assure the most effective spectrum allocation [98]. One limitation of the proposal is that it does not consider spectrum re-usability. Another limitation is that it only considers the sale of a single spectrum segment, which is not the case in secondary spectrum markets, as discussed in the introduction to this section on the support of both spectrum re-usability and multi-unit requirements. The authors in [98] extended their on-line auction proposal in [99] by adding the time dimension. The second proposal is like their first proposal, in that it does not consider spectrum re-usability.

In their paper [100], Lin, et al. propose a spectrum auction mechanism called Flexauc for secondary spectrum markets, which maximises social welfare, enables buyers to reveal their truthful flexible demands and has computational tractability. Flexauc allows flexible bidding strategies from bidders to bid for any amount of spectrum, and with a possibility of winning any amount of spectrum. Unfortunately, Flexauc does not consider spectrum re-usability, ignoring one of the crucial requirements of a secondary spectrum market, as discussed in the introduction to this section.

Zhou and Zheng in [92] propose a general framework for a truthful bilateral spectrum framework, called TRUST, which adopts a bid-independent buyer grouping method. To achieve truthfulness, other economic properties and spectrum utilization, TRUST applies a novel winner determination and pricing mechanism and also considers spectrum re-usability among non-adjacent buyers. TRUST uses spectrum efficiency as a trade off to achieve economic robustness [92]. However, TRUST is a single-unit auction and only supports homogeneous channels [66].
2.7 Reviewed frameworks vs proposed framework

The detailed literature review presented in this chapter reveals the research gaps captured in Chapter 1 and the proposed systems covered in the literature review, are closely or remotely related to the work in this study as follows:

The white space detection frameworks proposed in [3–5] are cooperative detection-based frameworks that use dedicated external sensing networks. While the proposed framework in this research is also cooperative detection-based framework using an external sensing network, it includes a multi-threshold detection design where more than one detection threshold is used to detect the white spaces. To the best of the author’s knowledge, the proposed framework is the first of its kind to include multi-threshold detection design. Existing proposals including the ones reviewed in this chapter include single-threshold detection design in their frameworks, where only one detection threshold is used to detect the white spaces.

The proposed framework also includes a virtual pricing design in the framework, to rank the detected white spaces in terms of the probability to cause interference to the primary users, resulting from false negatives. As a direct result of ranking the white spaces, the proposed framework includes a sequential allocation design of the white spaces, based on their probability to cause interference to the primary users. The inclusion of a sequential allocation design in the framework enables to allocate those white spaces, with a low probability of causing interference, first. As far as the author’s knowledge is concerned, these two designs have never been used before in any of the existing frameworks. Existing frameworks including the ones reviewed in this chapter, do not rank the detected white spaces in terms of the probability of causing interference to the primary users. Consequently, these frameworks include a random allocation design, where the detected white spaces are randomly chosen and allocated to WSDs.

The frameworks in [4, 5] also include a clustering design concept of both the channels and the locations to reduce the implementation cost. The frameworks utilize only the signal strength observed in the channels to perform the clustering. In addition to utilizing the signal strength observed in the channels to perform the clustering, like the frameworks in [4, 5], the proposed framework also utilise the Euclidean distances between the measurement locations to perform location-aware clustering. In the clustering design concept included in the proposed framework, a measurement location is added to a cluster if it is close, in terms of Euclidean distance, to the cluster head and its signal strength is similar to the signal strength at the cluster head location.

Section 2.6 has highlighted the economic properties that are deemed to be essential for any auction mechanism design, for selling merchandise, including the complementary
requirements that are specific for the secondary spectrum market auctions. While most of the auction mechanisms, reviewed in Subsection 2.6.1, meet the economic properties of any auction mechanism for selling merchandise, none meet all the complementary requirements specific to secondary spectrum market auctions, and the limitation of each mechanism is highlighted in the same section. In addition to meeting the economic properties of any auction, the auction mechanism design for sharing/trading white spaces, proposed in this research, meets all the complementary requirements listed in Section 2.6.

2.8 Chapter summary

This chapter provided a detailed literature review of geo-location databases and spectrum sensing, as access methods to TVWS. Specifically, the chapter discussed the developments in TVWS access that have taken place from national/regional registration to international standards, in relation to the two approaches, since the idea to use TVWSs was introduced by the FCC. Cooperative detection was also discussed in the chapter as a follow up to the detection approach presented in Chapter 1.

The analysis of the regulations and international standards/protocols developed so far on TVWS access clearly favours the geo-location approach as a secure method of detecting TVWSs over the spectrum sensing approach. However, the review on the performance contributing factors of the approaches when considering the prevailing conditions in the countries of the developing world, has shown that the geo-location database approach may not be the best solution for TVWS detection for countries in the developing world.

In the next chapter, the architecture for white space network management, that includes the white space detection component based on cooperative detection, and its evaluation, is presented.
Chapter 3

Architecture formulation and experimental evaluation

3.1 Introduction

It has been established in Chapter 1 that the geo-location spectrum database-based approach as a means of accessing TVWS may not produce optimal results in regions of the developing world, based on the prevailing conditions of these regions together with the requirements needed by the approach to perform optimally. On the other hand, the literature review from Chapter 2 has at the same time established that the spectrum sensing approach, as a method for detecting TVWS, is more favourable for these regions, based on the prevailing conditions together with the requirements needed by the spectrum sensing approach to perform optimally. Therefore, this chapter presents a spectrum sensing-based architecture for TVWS detection, based on external sensing, suitable for implementation in regions of the developing world. The architecture is suitable for implementation in a region where the demand for TVWS use comes from local network devices. It addresses most of the challenges associated with spectrum sensing as a method for TVWS detection by using both the existing and new proposed design principles. The design principles play a crucial role that help the architecture to identify the TVWSs accurately. In addition, the proposed design principles also help the architecture to detect more white spaces than architectures that use existing principles only. The proposed architecture is also well-suited to the environment in developing nations as it takes cost of implementation into consideration and it is also very easy to implement when compared with any geo-location database-based architecture.
3.2 System model for a TVWS network management

![Diagram of TV white space network management model]

Figure 3.1: TV white space network management model

Figure 3.1 presents an overview of the TVWS network management architecture that consists of three layers; the sensing layer, the white space situation-aware layer and the white space device layer. The sensing layer is comprised of the spectrum sensors and the TV transmitter. The spectrum sensors sense and send real-time sensed information about TV transmission from the TV transmitter to the white space situation-aware layer for centralised processing. Using spectrum sensing design principles, the local database processes the sensed data from the different sensors, deployed in the area concerned, in order to identify channels that are not being used for TV broadcasting at the TV transmitter, located in the sensing layer. The spectrum allocation engine, which is integrated with the local database, in fixed-time stamps, periodically advertises the white space channels to the white space devices, located in the white space device layer. The spectrum allocation engine also receives and processes TVWS spectrum requests from the white space devices, and allocates the available TVWSs to them. Communication within a layer, if any, and between the layers does not use the white space spectrum frequencies, but other means such as a wired local area network (LAN) or 2.4 GHz/5 GHz Wi-Fi.

The next section discusses how existing spectrum sensing challenges that are met when spectrum sensing is used as an approach to TVWS detection, are addressed in the
3.3 Addressing spectrum sensing challenges in the architecture

Spectrum sensing as a method for identifying TVWSs, has a number of technical challenges, such as the determination of a single detection threshold that is optimal, the hidden terminal problem and the implementation costs. The proposed architecture needs to address these challenges, as a measure of its uniqueness and viability, for use in identifying TVWSs. This section discusses how the challenges are addressed in the architecture.

3.3.1 Addressing the single detection threshold

Deciding on a single detection threshold to be used in spectrum sensing is a challenging issue that has been at the heart of debates concerning an absolute value to be used. The architecture incorporates a new principle that addresses the challenge.

3.3.1.1 Multi-threshold detection design

The detection threshold of \(-114\ \text{dBm}\) for Advanced Television Systems Committee (ATSC) TV signal detection, as mandated by the FCC, has been shown to be too conservative by several measurement studies \([22, 54, 56, 57]\). This is because it leads to significant loss of TVWSs \([57]\), and hence too many false positives. For example, \([54]\) found no TVWSs in any of the locations where the studies were done in China when a detection threshold of \(-114\ \text{dBm}\) was used. However, when relying on the analog terrestrial television (ATT) database as ground-truth data for the ATT channel occupancy situation in Beijing, changing the detection threshold to \(-97\ \text{dBm}\) was enough to find white space ATT channels in indoor scenarios. In other studies, different signal detection thresholds have been used. These studies have claimed that their thresholds led to low false positives and/or low false negatives. Therefore, to make a compromise between the two extremes, many false negatives or many false positives, which is the expected result when a single detection threshold is used, the proposed architecture uses more than one detection threshold value to detect the white spaces. The FCC’s mandated detection threshold of \(-114\ \text{dBm}\) is taken as the start threshold in the architecture because it is conservative and enables the finding of white spaces in some locations. The end detection threshold is based on the TV transmitter allocation scheme on the TV radio frequency bands, for the closest transmission site servicing the area where the
architecture is deployed, because it helps to choose a suitable end detection threshold that excludes channels being used for TV broadcasting at the closest transmission site servicing the area. Since small variations in detection threshold values have a very big impact on the number of white spaces found [101], the difference between one detection threshold to another detection threshold from the start and end detection thresholds is small, and is not fixed. While the multi-threshold detection design solves the problem of the single detection threshold, it also leads to much better performance in the sense that it leads to more TVWSs being detected and also minimises the probability of mis-detection and false alarms.

3.3.2 Addressing the hidden terminal problem

A number of design principles have been incorporated in the architecture that address this problem, some are already existing design principles while others are new proposed design principles.

3.3.2.1 Cooperative spectrum sensing design

The proposed architecture consist of a number of pieces of spectrum sensors, deployed in an area to do cooperative detection. Each piece of the spectrum sensor senses the spectrum at its location and sends the raw sensed data to the database. The final hard binary decision of whether a channel is occupied or not is made by combining detection data from each piece of spectrum sensor.

The cooperative detection design is used firstly in the architecture to minimize the probability of causing interference to primary users, due to false negatives. This is based on the idea that a network of cognitive radios with their sensing information centrally processed, have a better chance of detecting the primary user than an individual spectrum sensor [50]. It is reported in [39] that it is possible to achieve a lower false alarm rate with cooperative detection than with single sensor detection.

Cooperative detection is the only existing principle known to address the hidden terminal problem, which the proposed architecture has also utilized. Besides this principle, the proposed architecture also utilizes other principles proposed in this research to address the hidden terminal problem. They are discussed next.
3.3.2.2 TVWS grouping and sequential allocation

Originating from the concept of using more than one detection threshold to identify TVWSs, introduced in the last subsection, to address the difficulty of arriving at a single detection threshold that produces optimal results, another design principle incorporated in the architecture is the grouping of the TVWSs, based on the detection thresholds used. Allocation of the TVWSs to secondary users is done sequentially, starting with those TVWSs identified in the group with the lowest detection threshold. Groups of TVWSs identified with lower detection threshold values are safer in terms of causing interference to spectrum incumbents than those TVWSs identified with higher detection threshold values, because lower detection threshold values are more conservative than higher detection threshold values. Since the architecture is applicable in an area where the demand for TVWSs use comes from local network devices, the demand for TVWSs is normally expected to be lower than the available TVWSs in the area. In such a situation, the TVWS demand is met well before all the actual TVWSs in the area have been used. Consequently, the grouping and sequential allocation design provides a greater level of protection to spectrum incumbents from interference due to false negatives than using random or haphazard allocation of TVWSs identified using a single detection threshold.

3.3.2.3 Virtual-price of TVWSs

The virtual-price design of TVWSs originates from the concept of using more than one detection threshold to identify TVWSs and the design of grouping TVWSs based on the detection threshold values used. TVWSs within a TVWS group, i.e., a group of TVWSs that have been identified with one detection threshold, have different probabilities of causing interference to incumbents due to false negative, because of the different energy levels or signal strengths measured in each TVWS channel. Therefore, random allocation of TVWS channels within a TVWS group is not safe, since some TVWS channels may have higher probabilities of causing interference than others. The virtual-price concept helps to rank TVWSs within each TVWS group in terms of each one’s probability of causing interference to incumbents due to mis-detection/false negatives. The energy level/signal strength measured in each TVWS channel is used to rank or virtual-price them. Those TVWS channels with higher energy levels/stronger signal strengths within a TVWS group are ranked or virtual-priced higher than those with lower energy levels/weaker signal strengths. Once ranked or virtual-priced, they are now sequentially allocated to WSDs starting with the TVWS channel ranked lowest or virtual-priced lowest, i.e., the one with the lowest probability of causing interference to the incumbents.
It is logical to expect a channel which is in use by a primary user, but has been identified as free (white space), to have a higher energy level/stronger signal strength than a channel which is actually free on the ground. The signal measured in a channel that is not TVWS, but has been detected as such, is a signal resulting from the spectrum incumbent’s broadcast signal plus some channel interference, while the signal from a channel that is actually TVWS on the ground, is only from channel interference. With the virtual-price concept, channels which are not TVWSs on the ground but have been identified as TVWSs, are expected to have higher rankings or higher virtual-prices than those that are actually TVWSs on the ground. Therefore, the approach provides some level of interference protection to spectrum incumbents, due to false negative/mis-detection, because those channels with missed detection can never be allocated to any TVWS device, unless all the channels that are actually TVWSs on the ground have already been allocated.

3.3.3 Addressing implementation cost

Most countries in the developing world are faced with financial challenges. So any TVWS detection architecture meant for this region that takes the cost of implementation as a major consideration could be favoured. This subsection explains the design principles incorporated into the architecture to make its implementation as cost effective as possible.

3.3.3.1 Location-aware clustering

In their experiments, Ying et al. [4] observed that there is a strong correlation between signal strength from a single channel and multiple indoor locations. This observation suggests that it is possible to focus on monitoring channels at representative indoor locations and infer the results of the other representative locations by exploiting the location correlations [4]. In order to do that, locations need to be clustered. While this was an indoor observation and also a correlation between signal strength from a single channel and multiple indoor locations, it is also logical to expect outdoor measurement points close to each other to receive similar signal strengths across all measured channels. This is so because their distances from each other are small, which means that they have almost the same transmissions distances to any TV transmission site. In such cases, the TVWS availability is expected to be similar across the measurement points. This suggests that the outdoor measurement points can also be clustered and the focus can be on conducting the spectral measurement at representative measurement points and infer the results of the other measurement points from the results of the representative
measurement points. The architecture utilizes the clustering concept design to cluster measurements points that are close to each other in both the Euclidean distance, and signal strength. To avoid random placement of the measurement equipment in the clusters, which may result in a waste of energy detectors, i.e., many unnecessary detectors deployed, or coverage not guarantee, i.e., insufficient detectors deployed, the measurement equipment are placed at the cluster-heads, which are strategically located in the clusters. Cluster-heads are chosen based on the optimization function in equation 3.1.

\[ O_f(i) = \Pi \ast sp(i) + \Psi \ast st_d(i) \]  

where \( O_f(i) \) is the optimization function (cost/penalty to be minimized), \( sp(i) \) is the average distance from measurement point \( i \) to all other measurement points using the Dijkstra's shortest path algorithm, \( st_d(i) \) is the average signal strength difference of measurement point \( i \) from all other measurement points, \( \Pi \) and \( \Psi \) are coefficients of proportionality used to express the preference for a given factor.

The equations for calculating \( sp(i) \) and \( st_d(i) \) are given in 3.2 and 3.3 respectively, where \( \rho \) are all measurement points.

\[ sp(i) = \text{Avg}_{sp}(i, x) \ \forall \ x : (i, x) \in \rho \]  

\[ st_d(i) = \text{Avg}_{st}(i, x) \ \forall \ x : (i, x) \in \rho \]  

Measurement points with smaller costs/penalties, i.e., \( O_f(i) \), are more likely to be chosen as cluster-heads than the ones with bigger costs/penalties because they are centrally located in the network in both their Euclidean distances to all other points in the network and their average signal strength differences from all other measurement points.

Clustering of the measurement points is dependent on two factors: the closeness of the measurements points in Euclidean distance and the similarity in received signal strength of measurement points across the measured channels. That is to say, two or more measurement points are clustered together only if they are close to each other in Euclidean distance and their averages in received signal strength across the channels are similar. The similarity in average received signal strengths is included because it is possible to have measurement points that are close to each other but do not receive similar signal strength as a result of having different signal obstructions on their individual paths. The Euclidean distance and the average signal strength difference for the clustering decision can be varied, and depend on the protection that is needed to be achieved for the spectrum incumbents.
Before the measurement points are clustered, there is a need to conduct large-scale signal measurements at all measurements points. Then the data collected from the measurements can then be used to cluster the locations.

### 3.3.3.2 Using low-cost off-the-shelf spectrum sensing devices

Commercial high-end spectrum analysers are expensive, in the order of many thousands of dollars [102], which may make the adoption of a cooperative sensing-based architecture for TVWS detection prohibitive for the countries in the developing world. But recently, off-the-shelf spectrum sensing devices are emerging on the market at low cost, making them more attractive to the developing world. A Radio Frequency (RF) Explorer is one example of such devices, which is affordable and easy to use. Taking advantage of these low-cost devices, the spectrum sensing component of the architecture uses an RF Explorer as a spectral measuring device. It can be connected to a laptop or to an android phone to make a complete piece of spectrum measuring equipment.

### 3.4 Algorithm implementation

A number of design principles have been proposed that address challenges of spectrum sensing when used as a method to identify white spaces. This section discusses algorithmic implementation for each of the proposed principles. These algorithms are implemented at the database where the final hard binary decision of whether a channel is occupied or not is made, by combining detection data from each piece of spectrum sensing equipment.

#### 3.4.1 Multi-threshold detection and TVWS grouping

The multi-threshold detection design and the grouping of TVWS design based on the detection thresholds, are presented in Algorithm 1. The algorithm also shows how cooperative spectrum sensing design is implemented alongside the two designs.

The inputs to the algorithm are signal strength values of all the channels from the frequency spectrum sensors deployed and the channels under consideration. The algorithm first checks if a channel under consideration is an already identified white space, using any of the previously used threshold values, if any. This is done in lines 4 to 11. This helps to make sure that each channel is not identified as white space by more than one detection threshold, as the detection threshold values keep changing. Once the algorithm has found that a channel is not a white space already, it compares the signal strength
Algorithm 1: Multi-threshold detection, TVWS grouping and cooperative detection

**input**: Two-dimensional matrix of signal strength values $st$ of size $m \times n$ where $m$ is the number of channels under consideration and $n$ is the number of sensors deployed; channels $ch_1, ch_2, ch_3, ..., ch_m$.

**output**: white space channel groups $ws(i)$ each consisting of white space channels identified with a single threshold; signal strengths groups $ss(j)$ each consisting of signal strengths measured in white spaces channels in the corresponding white space channel group $ws(i)$.

$i = j = number of thresholds$

1. initialize $t \leftarrow startThreshold$, $x \leftarrow 1$
2. repeat
   3. for $i \leftarrow 1$ to $m$ do
      4. for $j \leftarrow 1$ to $x$ do
         5. while $ws(j)$ is not empty do
            6. check if $ch_i$ is in $ws(j)$;
            7. end
         8. if $ch_i$ is found in $ws(j)$ then
            9. break;
         10. end
      11. end
   12. if $ch_i$ is not found in any of $ws(j)$ then
      13. strongestSignal $\leftarrow 0$;
      14. for $j \leftarrow 1$ to $i$ do
         15. if $st[i][j] > strongestSignal$ then
            16. strongestSignal $\leftarrow st[i][j]$;
         17. end
      18. end
      19. $rss_i \leftarrow strongestSignal - t$; \hspace{1cm} // $rss_i$ is representative relative signal strength for channel $ch_i$
      20. if $rss_i \leq 0$ then
         21. add $ch_i$ to $ws(x)$;
         22. add strongestSignal to $ss(x)$;
      23. end
   24. end
   25. $t \leftarrow t + increment$;
   26. $x \leftarrow x + 1$;
3. until $t$ is equal to $endThreshold$
4. return $ws(1), ws(2), ..., ws(x)$, $ss(1), ss(2), ..., ss(x)$;
values for that channel from all the sensors deployed from line 12 to 18 to find the representative signal strength value, which is the strongest signal measured in that channel from all the sensors deployed. The strongest signal is used to calculate the relative signal strength for that channel by subtracting the current threshold from it in line 19. Then the algorithm decides whether or not the channel is white space in line 20: it is white space if the relative signal strength is less than or equal to zero. If it is found to be white space, it is added to the set \( ws \) for that detection threshold in line 21. The process is repeated for all the channels using the current threshold value (lines 3 to 20). Once all the channels are considered using the current threshold value, the next threshold value is considered (line 24) and the process is repeated from the beginning (from line 2). This process is repeated until all the threshold values have been considered. The output from this algorithm is the white space channel groups \( \{ ws(i) \mid i \geq 1 \} \) identified using different thresholds and their corresponding signal strength groups \( \{ ss(j) \mid j \geq 1 \} \).

### 3.4.2 Virtual-price of TVWSs

Once TVWS channels have been identified, using the different threshold values, and put into groups, based on the thresholds, Algorithm 2 follows to compute their virtual prices, based on signal strengths recorded in each TVWS channel.

**Algorithm 2: Compute virtual prices of white space channels identified**

input : \( SS = \{ SS(1), SS(2), SS(3), ..., SS(x) \} \).

output: \( VP = \{ VP(1), VP(2), VP(3), ..., VP(x) \} \). \( VP \) is a corresponding set of sets of virtual prices of white space channels.

1. initialize \( j \leftarrow 1 \);
2. for \( i \leftarrow 1 \) to \( x \) do
3.   strongestSignal \( \leftarrow ss(i)(j) \);
4.   while \( SS(i) \) has elements do
5.     if strongestSignal < \( ss(i)(j) \) then
6.       strongestSignal \( \leftarrow ss(i)(j) \);
7.     j \( \leftarrow j + 1 \);
8.   end
9. end
10. for \( a \leftarrow 1 \) to \( (j - 1) \) do
11.   \( vp(i)(a) = \{|ss(i)(a)|/|\text{strongestSignal}|\}^{-1} \);
12.   add \( vp(i)(a) \) to \( VP(i) \);
13. end
14. initialize \( j \leftarrow 1 \)
15. end
16. return \( VP \);
The input to the algorithm are the groups \( \{ ss(j) \mid j \geq 1 \} \) of signal strength values that correspond to the groups \( \{ ws(i) \mid i = j, i \geq 1 \} \) of TVWSs channels identified in Algorithm 1. The algorithm first searches through the first group \( ss(1) \) of signal strength values to find the strongest signal in that group from line 3 to 9. Then the algorithm calculates the virtual price corresponding to each signal strength in that group by taking the inverse function of dividing the absolute signal strength with the absolute strongest signal found earlier, from line 10 to 13. The process is repeated for each signal strength group \( ss(j) \) until all the signal strength groups are considered. The output of the algorithm are the groups \( \{ vp(k) \mid k = j, k \geq 1 \} \) of virtual prices corresponding to the groups \( \{ ss(j) \mid j = i \geq 1 \} \) of signal strength values that correspond to the groups \( \{ ws(i) \mid i \geq 1 \} \) of TVWS channels identified in Algorithm 1.

### 3.4.3 Location-aware clustering

The goal of clustering is to organize unstructured data/objects into groups (clusters) such that data/objects within a group (cluster) are similar or related to one another and different (or unrelated) to the data/objects in the other groups, using distance measures. As discussed earlier in the previous section, two distance measures are used: the Euclidean distance between the measurement points and the average received signal of the measured channels of the measurement points.

The inputs to the algorithm are the Euclidean distances between the measurement points, the average received signal differences across the measured channels of each measurement point, the clustering distance radius and the clustering signal threshold. At first, each measurement point is put into its own cluster in line 1. Then the algorithm computes the cost of being a cluster-head for each measurement point, in lines 3 to 5. Then the best point to be a cluster-head is selected in line 6. Using the cluster-head selected, the algorithm performs the clustering until none of the non-clustered points lies within the clustering distance radius from the cluster-head, and has its average signal strength difference with the cluster-head less than the clustering signal threshold. This is done from line 9 to 14. The number of points that have not been clustered is calculated in line 16. Then the algorithm re-calculates the cost for each non clustered point from line 17 to 19. Then the best point to be a cluster-head is selected in line 20 and then the algorithm loops back to perform the clustering using that cluster-head chosen. This process is repeated until the number of non clustered points is 0. Then the algorithm returns the clusters.
Algorithm 3: Location-aware clustering algorithm

**input**: A two-dimensional matrix $D_{eu}$ of size $NXN$ of Euclidean distances between the measurement points, a two-dimensional matrix of $S_{df}$ of size $NXN$ of the average received signal differences between the measurement points, clustering distance radius $D_{st}$, clustering signal threshold $S_{st}$.

**output**: $C$ clusters, $C \leq N$.

1. let each measurement point be a cluster;
2. let $C \leftarrow 0$; // counts number of clusters
3. for each measurement point $i$ do
   4. compute its $O_f(i)$;
4. end
5. select $i$ with smallest $O_f(i)$;
6. repeat
   7. let $n \leftarrow 1$; // counts number of points put in a cluster
   8. for $j \neq i \leftarrow 1$ to $N$ do
      9. if $D_{eu}[i][j] < D_{st}$ AND $S_{df}[i][j] < S_{st}$ then
         10. cluster $j$ with $i$;
         11. $n = n + 1$;
      12. end
   13. end
   14. $C = C + 1$;
   15. $N = N - n$;
   16. for each remaining measurement point $i$ do
      17. re-compute its $O_f(i)$;
18. end
19. select $i$ with smallest $O_f(i)$;
20. until $N=0$;
21. return $C$ clusters;

3.4.4 Superiority of proposed design

The following section provides an analysis that shows that these proposed designs perform better than existing designs for white space detection, based on the number of white spaces that can be detected and the interference probability on the spectrum incumbents at each point in time during the allocation of the white spaces detected. Table 3.1 provide a summary of the differences between the proposed design and the current design.

<table>
<thead>
<tr>
<th>Category name</th>
<th>Proposed design</th>
<th>Current design</th>
</tr>
</thead>
<tbody>
<tr>
<td>No of threshold(s)</td>
<td>Many threshold</td>
<td>One threshold</td>
</tr>
<tr>
<td>Allocation type</td>
<td>Sequential allocation</td>
<td>Random allocation</td>
</tr>
</tbody>
</table>

Let $\{t_1, t_2, ..., t_n \mid n > 1 \in \mathbb{Z}^*\}$ be the set of thresholds that the proposed mechanism is going to used to identify TVWSs arranged in ascending order. Let $w_i \mid i \in \mathbb{N}$ be the
corresponding number of TVWSs that threshold \( t_i \) produces when used alone. Since the thresholds are arranged in ascending order, then \( w_1 \leq w_2 \leq ... \leq w_n \) is true. The total number of TVWSs that the thresholds identify when used together, as in this proposed mechanism, is equal to \( w_1 + (w_2 - w_1) + (w_3 - w_2) + ... + (w_n - w_{n-1}) \equiv w_n \). Therefore, using any one of the thresholds \( t_i \) alone as in current mechanisms, the following is true about the number TVWSs it produces: \( w_i \leq w_1 + (w_2 - w_1) + (w_3 - w_2) + ... + (w_n - w_{n-1}) \). This shows that using any single threshold \( t_i \) by the current mechanism, the total number of white spaces identified will always be fewer than or equal to the number of white spaces produced by the set of thresholds \( \{t_1, t_2, ..., t_n \mid n > 1 \in \mathbb{Z}^* \} \) as proposed in this proposed mechanism.

Considering interference probability, that can be caused by mis-detection, at any point in time during the allocation, the interference probability is greater than one, regardless of whether there are still channels that are indeed white spaces on the ground within the identified white spaces that are not yet allocated or not, using random allocation, as in the current mechanism. However, if sequential allocation is used to allocate the white spaces as in this proposed mechanism, the interference probability is always zero, up until the time when all the channels that are indeed white spaces on the ground, are allocated, because of the ascending order arrangement of the white spaces based on the signal strengths detected in them.

### 3.5 Experimental evaluation

To establish the reliability and effectiveness of this proposed white space detection design against the existing design, their performances were compared using real spectrum sensing data conducted in a number of police stations in the Western Cape Province of South Africa. The choice to evaluate the designs on a public safety network is based on the need to provide public safety in cities of the developing world. A public safety mesh network connecting police stations allows the police stations to share vital public safety information seamlessly. This study envisages a public safety mesh network connecting police stations, using white spaces, on an opportunistic basis in the future, which have a better penetration and transmission range than the currently used ISM band.

The experiment involved 42 police stations where measurements were taken. The names of the police station are shown in Appendix A. The table also shows the GPS coordinates and height above average terrain (HAAT) of the police stations. The HAAT was calculated using the GLOBE 1 km Base Elevation database [103] with the number of evenly spaced radials equal to 360° in each case. Figure 4.2 shows the Cape Town map derived from google maps and the locations of the police stations.
3.5.1 Spectral measurement setup

Outdoor spectrum measurements in the UHF ATT frequency band (470 MHz to 862 MHz) were done at the police stations using a hand-held RF Explorer model WSUB1G, which has a measurement frequency range of 240 MHz to 960 MHz. The model was fitted with a Nagoya NA-773 wide band telescopic antenna with vertical polarization, which has wide band measurement capability. The RF Explorer was connected to an Android phone, installed with a Python script program, that starts to measure spectrum immediately after the RF Explorer is connected, using an On-The-Go (OTG) cable. The Python script program is also capable of setting the start and stop frequencies and of saving the measurement results in \textit{csv} file format. The Python script program also includes a GPS, which helps to identify the exact locations of the measurements. At each police station, the spectrum monitoring was done for 8 hours from 08:00 in the morning to 16:00 in the afternoon. Figure 3.3 shows a sample screen of an Android phone displaying the spectral measurements.

The ATT frequency band instead of the DTT frequency band (470 MHz to 694 MHz) was considered during the measurement because most of the countries in Africa including South Africa, which is considered as one of the leading nations in terms of development, have not completed the digital switch-over. Due to the technology adoption challenges that most African nations and other parts of the developing world face, it is not wrong to suspect that countries in Africa and other parts of the developing world will take years to complete the analog-to-digital TV switch-over.
3.5.2 Measurement results

The 8-hour measurements at each police station were averaged and the mean value obtained in each channel was taken as the received signal power for that channel. To have a clear picture of the pattern of the measurements from all the police stations, the received signal powers were plotted on graphs as shown in Figure 3.4.

![Figure 3.4: Received signal power from each police station](http://etd.uwc.ac.za/)

The standard deviation of the signal power of each channel from the 42 police stations is shown in Table 3.2. As seen from the table, the standard deviations are small, with
### Table 3.2: Standard deviation of each channel’s signal power (+/- dBm)

<table>
<thead>
<tr>
<th>Channel</th>
<th>STDEV</th>
<th>Channel</th>
<th>STDEV</th>
<th>Channel</th>
<th>STDEV</th>
<th>Channel</th>
<th>STDEV</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>3.8</td>
<td>22</td>
<td>3.5</td>
<td>23</td>
<td>3.9</td>
<td>24</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>4.2</td>
<td>26</td>
<td>2.8</td>
<td>27</td>
<td>5.3</td>
<td>28</td>
<td>5.1</td>
</tr>
<tr>
<td>29</td>
<td>5.7</td>
<td>30</td>
<td>4.9</td>
<td>31</td>
<td>4.9</td>
<td>32</td>
<td>4.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>4.2</td>
<td>34</td>
<td>6.0</td>
<td>35</td>
<td>4.7</td>
<td>36</td>
<td>6.9</td>
</tr>
<tr>
<td>37</td>
<td>6.5</td>
<td>38</td>
<td>5.5</td>
<td>39</td>
<td>4.6</td>
<td>40</td>
<td>5.3</td>
</tr>
<tr>
<td>41</td>
<td>5.5</td>
<td>42</td>
<td>5.5</td>
<td>43</td>
<td>5.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>3.6</td>
<td>46</td>
<td>3.2</td>
<td>47</td>
<td>5.1</td>
<td>48</td>
<td>4.1</td>
</tr>
<tr>
<td>49</td>
<td>4.1</td>
<td>50</td>
<td>5.0</td>
<td>51</td>
<td>5.3</td>
<td>52</td>
<td>3.8</td>
</tr>
<tr>
<td>53</td>
<td>6.8</td>
<td>54</td>
<td>5.3</td>
<td>55</td>
<td>4.3</td>
<td>56</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>5.2</td>
<td>58</td>
<td>7.8</td>
<td>59</td>
<td>7.1</td>
<td>60</td>
<td>10.3</td>
</tr>
<tr>
<td>61</td>
<td>6.1</td>
<td>62</td>
<td>6.2</td>
<td>63</td>
<td>4.5</td>
<td>64</td>
<td>4.0</td>
</tr>
<tr>
<td>65</td>
<td>4.5</td>
<td>66</td>
<td>4.5</td>
<td>67</td>
<td>3.7</td>
<td>68</td>
<td>5.0</td>
</tr>
</tbody>
</table>

the largest standard deviation being equal to 10.3 dBm from channel 60. The small standard deviations signify that, for each channel, the signals collected from the 42 police stations varied very little from each other, which means that the police stations receive similar signal power across all the channels. This observation strongly supports the idea of clustering measurement points.

#### 3.5.2.1 White space detection results

To decide what detection thresholds to use for the detection of the white spaces, a TV transmission site and a police station close to that transmission site were identified to act as a base for the TVWS detection, and the same reasoning was applied to the remaining police stations, in order to identify the white spaces at each location. Tygerberg transmission site, located on latitude −33°52′31″ and longitude 18°35′44″ [16] and Bellville South Police Station were considered. No TVWSs were detected at the station when the detection threshold of 114 dBm was used as recommended by the FCC. Therefore, a range of values were tried by incrementing the 114 dBm sequentially by 0.5 dBm at a time. The first TVWSs were detected with a −101 dBm detection threshold and this figure was taken as the start detection threshold. An adequate criterion had to be used to select the final detection threshold to ensure maximum protection of the primary users.

The Terrestrial Broadcasting Plan 2013 document [16] from the Independent Communications Authority of South Africa (ICASA) was examined to see how the UHF TV channels are arranged in the band. According to the document, the UHF ATT frequency band contains 49 channels of 8 MHz bandwidth each. The 49 channels are arranged in 12 groups of 4 channels each, which mean that 4 channels are available for assignments at any transmitting site on a national basis. In areas of great demand, 7 to 11 channels are assigned to a particular area by either combining lattice node points or using both VHF and UHF channels. At Tygerberg transmission site, there are 6 UHF channels being
used by different TV stations with the first TV station broadcasting from channel 22. The TV stations are shown in Table 3.3. Based on this allocation on the transmitting site, it was concluded that these channels cannot be detected as TVWSs, i.e., the final detection threshold signal (maximum threshold signal) should be less than the minimum signal power detected from these channels. The minimum signal power detected from these channels was $-97.4$ dBm from channel 46 used by the eTV broadcasting station. Therefore, it was decided to use $-98$ dBm as the final detection threshold. Since small variations in threshold values have a very big impact on the number of white spaces found [101], the detection thresholds were separated by an absolute value of 1 dBm difference, resulting in the following detection thresholds: 101 dBm, 100 dBm, 99 dBm and 98 dBm. Based on measures that were used to determine the detection thresholds at Bellville South Police Station, the same thresholds were expected to work for every police station.

The white spaces were detected using Algorithm 1 from the signal power recorded in each channel. Table 3.4 shows the white space channels that were identified at Bellville South Police Station by each of the signal detection thresholds used. A list of the white spaces identified at each station is included in Appendix B. To have a clear picture of the white space channels at Bellville South Police Station, graphs were plotted of the relative spectrum occupancy of all the channels for each of the four signal detection thresholds; these graphs are shown in Figures 3.5 to 3.8. The relative spectrum occupancy of each channel is defined by the following three equations:

\[
O_{RS}(i) = 100 * R_{SS}(i, T_j)/M(i, T_j) \quad (3.4)
\]

\[
R_{SS}(i, T_j) = SS(i) - T_j \quad (3.5)
\]

\[
M(i, T_j) = \max(R_{SS}(i, T_j)) \quad (3.6)
\]

where $O_{RS}(i)$ is the relative spectrum occupancy in channel $i$, $R_{SS}$ is the relative signal power collected in channel $i$ using threshold $T_j$, $SS(i)$ is the representative signal power in channel $i$, which is equal to the strongest signal measured in channel $i$ from the 14 locations and $M(i,T_j)$ is the maximum relative signal power.

Table 3.3: TV stations broadcasting from Tygerberg Transmitting site [16]

<table>
<thead>
<tr>
<th>TV name</th>
<th>Broadcasting freq</th>
<th>Channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>SABC2</td>
<td>479.25 MHz</td>
<td>22</td>
</tr>
<tr>
<td>SABC1</td>
<td>511.25 MHz</td>
<td>26</td>
</tr>
<tr>
<td>MNET</td>
<td>543.25 MHz</td>
<td>30</td>
</tr>
<tr>
<td>SABC3</td>
<td>575.25 MHz</td>
<td>34</td>
</tr>
<tr>
<td>CSN</td>
<td>639.25 MHz</td>
<td>42</td>
</tr>
<tr>
<td>eTV</td>
<td>671.25 MHz</td>
<td>46</td>
</tr>
</tbody>
</table>
in the band collected in channel $i$ using threshold $T_j$.

Table 3.4: White spaces identified at Bellville Police Station

<table>
<thead>
<tr>
<th>Police station</th>
<th>Threshold</th>
<th>White spaces identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bellville South</td>
<td>-101</td>
<td>65, 66</td>
</tr>
<tr>
<td></td>
<td>-100</td>
<td>64, 68</td>
</tr>
<tr>
<td></td>
<td>-99</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>-98</td>
<td>54, 55</td>
</tr>
</tbody>
</table>

Using Algorithm 2, the virtual prices for the white space channels detected were calculated using the measured signal powers of the channels. Table 3.5 shows the virtual prices of the white space channels at Bellville South Police Station.
Figure 3.7: Spectrum occupancy with -99 dBm threshold

Figure 3.8: Spectrum occupancy with -98 dBm threshold

Table 3.5: Virtual prices for white space channels at Bellville Police Station

<table>
<thead>
<tr>
<th>WS channel group</th>
<th>WS channels with prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>-101 dBm</td>
<td>65: 1.000, 66: 0.998</td>
</tr>
<tr>
<td>-100 dBm</td>
<td>64: 1.000, 68: 0.992</td>
</tr>
<tr>
<td>-99 dBm</td>
<td>67: 1.000</td>
</tr>
<tr>
<td>-98 dBm</td>
<td>54: 0.999, 55: 1.000</td>
</tr>
</tbody>
</table>

3.5.2.2 Measurement points clustering results

A Python code implementation of the proposed location-aware clustering algorithm (Algorithm 3) was run to obtain the clustering results. Using the GPS coordinates of the police stations, corresponding Cartesian coordinates were obtained from them, which were used to calculate the Euclidean distances between the police stations. The signal
powers for all the channels measured at each police station were averaged, and these were used to calculate the signal power differences between the police stations. The signal powers are shown in Table A.2 in Appendix A. In order make sure that only measurement points close to each other are clustered, the clustering distance radius was taken as short as 5 km, and to make sure that measurement points receiving similar signal strengths are clustered, the clustering signal threshold was taken as small as 3 dBm. The clustering results are shown in Table 3.6.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Cluster-head ID</th>
<th>Cluster members IDs</th>
<th>Cluster</th>
<th>Cluster-head ID</th>
<th>Cluster members IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0, 1</td>
<td>12</td>
<td>17</td>
<td>17, 4, 10, 19, 26</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>13</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3, 9</td>
<td>14</td>
<td>21</td>
<td>21, 22, 23</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5, 7</td>
<td>15</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>6, 11, 18</td>
<td>16</td>
<td>25</td>
<td>25, 33, 36</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>8</td>
<td>17</td>
<td>30</td>
<td>30, 28</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>12</td>
<td>18</td>
<td>31</td>
<td>31, 29</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>13</td>
<td>19</td>
<td>34</td>
<td>34, 27, 32</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>14</td>
<td>20</td>
<td>35</td>
<td>35, 37</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>15</td>
<td>21</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>16</td>
<td>22</td>
<td>39</td>
<td>39, 40, 41</td>
</tr>
</tbody>
</table>

3.5.3 Discussion

The grouping of white space channels, based on the signal detection threshold used, as show in Table 3.4, helps to start allocating these channels to WSDs with the most reliable group in terms of not causing interference to the spectrum incumbents due to mis-detection, which, in this case, is the one detected with -101 dBm. The least reliable group of TVWSs, out of the three groups considered, is the one identified with -98 dBm detection threshold. White spaces in this group are allocated only if the demand for their use is not met after using the white spaces in the first two groups. The situation is different if the white space channels are identified using only one threshold and if they are also allocated randomly to WSDs.

An additional layer of security is provided within a group of white spaces if the channels are virtual-priced based on their measured signal power. Channels with stronger signals are virtual-priced higher than channels with weaker signals, as shown in Table 3.5, because channels with stronger signals are the ones that are more likely to have primary users than channels with weaker signals. For example, looking at the white space channels in Table 3.5, allocating the least expensive channels, such as 52, 53, 48 first to WSDs, adds some protection to the expensive channels, such as 47, 58 and 64, which are the more likely channels to result in false negatives in that group. In this case, allocating the channels sequentially, based on their virtual prices, starting with channel...
52, provides some level of protection to the expensive channels, such as channel 47 or channel 58 if there were any mis-detection.

Using the white spaces identified at Bellville South Police Station, in Table 3.4 and Table 3.5, this proposed method of detection and allocation of white spaces to WSDs is next compared with the current method of detection and allocation of white spaces to WSDs. Comparison is done based on the number of white spaces detected and the probability of causing interference to the spectrum incumbents at any white space allocation point in time. To have a clear understanding of the comparison, an assumption is made that there will be some missed detection during the detection of the white spaces. As seen from Table 3.7, the number of white spaces detected using more than one detection threshold, as in this proposed method, is always greater than or equal to the number of white spaces detected using one threshold, as in the current method. In terms of interference probability, the proposed method (sequential allocation) has a 0 interference probability at any application point in time, until all the channels that are white spaces on the ground and have been identified, have been allocated, while with the current method (random allocation), the interference probability at any allocation point in time is always greater than 0 regardless of whether channels that are white spaces on the ground and have been identified, have been allocated or not. Conclusively, it can be said that the proposed design outperforms the current design in all the aspects considered.

Table 3.7: Statistical analysis of current and proposed methods

<table>
<thead>
<tr>
<th>Threshold(s) (dBm)</th>
<th>Current mechanism</th>
<th>Proposed mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>-101 or -100 or -99</td>
<td>2 with -101 threshold</td>
<td>7</td>
</tr>
<tr>
<td>-98</td>
<td>4 with -100 threshold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 with -99 threshold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 with -98 threshold</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Allocation type</th>
<th>Random</th>
<th>Sequential</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interference probability</td>
<td>&gt; 0 with -101 threshold</td>
<td>Always 0 until all actual TVWSs on the ground are allocated</td>
</tr>
<tr>
<td></td>
<td>&gt; 0 with -100 threshold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 0 with -99 threshold</td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt; 0 with -98 threshold</td>
<td></td>
</tr>
</tbody>
</table>

For the clustering results, 22 clusters were created with the largest cluster having 6 members (cluster 13) (Table 3.6). This decrease the implementation cost, as the number of sensing equipment required to be deployed is reduced from 42 (number of police stations) to 22 (number of clusters). While many of the police stations were in individual clusters, some were able to be clustered with others, even with the clustering signal.
threshold as low as 3 dBm. This confirms that clustering of outdoor measurement points is possible. The location-aware, i.e., using the clustering distance threshold, made sure to cluster only measurement points that were close to each other.

### 3.6 Chapter summary

This chapter discussed and presented the proposed spectrum sensing-based architecture for TVWS detection based on external sensing, that is well suited to conditions in the developing world. Challenges associated with spectrum sensing as a method for TVWS detection are addressed in the architecture by using both the existing and new proposed spectrum sensing design methods. Experimental evaluation of the spectrum sensing design methods on the proposed architecture has shown they can help the architecture to detect TVWSs with a minimal probability of causing interference to the primary users from false negatives. The methods have also been shown to assist the architecture to detect more TVWSs.

In the next chapter, the challenge of sharing/trading the white spaces to WSDs is tackled and a solution is proposed.
Chapter 4

Secondary spectrum
market-based auction design

4.1 Introduction

Apart from the challenge of detecting white spaces accurately, distributing white spaces to secondary users is also another problem that the research community is trying to solve due to the nature of the white space spectrum and the diversity of the network players involved. Any strategy chosen for assigning the white spaces to secondary users has to ensure efficient spectrum utilization and also ensure fairness of distribution to every secondary user in need of the white space use. So far, many spectrum access technologies have been suggested but one proposal that stands out and seems to be viable is the auction strategy. An auction is the best-known market-driven mechanism for selling general merchandise, and due to its perceived fairness and allocation efficiency [91], it promises to provide a solution to the white space spectrum assignment problem. In a well-designed auction setup, every secondary user has an equal opportunity to win a spectrum segment [92]. Although spectrum administrators of some countries have successfully held spectrum auctions in primary spectrum markets [66, 92], the mechanisms used in these markets cannot be applied directly to auctions in secondary spectrum markets because of the nature of secondary spectrum markets that have so many diverse players. Consequently, designing an auction mechanism for secondary spectrum markets, like TVWS spectrum is challenging because the design has to meet many complementary requirements, in addition to the usual economic properties that any auction mechanism designed for selling general merchandise should meet, as discussed in the literature review on spectrum auction in 2. Many auction mechanism design attempts for secondary spectrum markets from researchers result in spectrum auctions that meet...
only a few of these requirements. Motivated by that, this chapter proposes and designs a spectrum auction mechanism that not only depicts the reality of a secondary spectrum market, but also ensures optimal allocation of the spectrum leading to efficient spectrum utilization.

The Chapter is organized as follows: Section 4.2 describes the problem scenario being addressed and its proposed solution; Section 4.3 describes the problem space formally; Section 4.4 discusses the auction mechanism design proposal for the problem space described in Section 4.3; Section 4.5 discusses an experimental evaluation conducted and the results generated using the proposed auction mechanism; Section 4.6 highlights the distinctive features of the proposed auction mechanism design that make it unique and different from the existing proposals; Section 4.7 concludes the Chapter by highlighting what has been discussed in the Chapter.

4.2 Problem scenario and solution description

The problem scenario consists of multiple TV broadcasting service providers that have low spectrum utilization, and thus have unused spectrum that they are willing to lease temporarily. At the same time, there exist many heterogeneous wireless service providers (WSPs), e.g., telecommunication mobile operators and smaller wireless networks, that require more spectrum resources to improve quality of service (QoS) at times when there is heavy traffic on their networks. There is a centralised entity called the spectrum broker whose responsibilities are as follows: collecting spectrum resources from the sellers; advertising the resources to the buyers; collecting spectrum demands from the buyers; establishing the trading relationships between buyers and sellers; establishing the interference relationships between the buyers; executing the spectrum allocation; charging the winning buyers; and paying the winning sellers their dues. The potential TVWS spectrum buyers have heterogeneous demands based on their network channel bandwidths and transmit powers needed for successful transmission, and the spectrum broker assigns spectrum to the spectrum buyers in segments suited to their transmission channel-bandwidths. Based on the dynamics of spectrum demands from the potential TVWS spectrum buyers, the spectrum broker devises dynamic short-time periodic auctions in order to maximize the TVWS owners’ income. The overall goal of the spectrum broker is to ensure efficient spectrum utilization and income maximization.

The spectrum broker controls a small region consisting of one TV transmission site having more than one TV broadcasting service provider, and many heterogeneous wireless service providers (WSPs). An example of such a region is illustrated in Figure 4.1.
Each TV broadcasting service provider can provide more than one spectrum segment in the auction, in which each spectrum segment is a contiguous multiple of the TV channel bandwidths (8 MHz), and each potential white space spectrum user can bid and win more than one spectrum segment. The potential white space spectrum users have heterogeneous demands based on their network channel-bandwidths and the transmit powers needed for successful transmission. The spectrum broker assigns spectrum to the spectrum buyers in segments suited to their transmission channel-bandwidths.

During each auction period, the spectrum broker first announces details of the auction including the lease-time, to the TVWS spectrum owners. In response to the broker’s call, the spectrum owners submit their spectrum segments to the broker for the broker’s proposed lease period. Then the broker announces the available spectrum segments, including each spectrum’s price per unit spectrum and the lease-time, to the potential spectrum buyers, who later submit their spectrum demands to the broker, including how much they are willing to pay for each spectrum segment that they want to buy. Finally, the broker runs the auction and announces the winners. This process is depicted in Figure 4.2. Note that the figure has been divided into two main parts, yellow and blue colour states, to differentiate between the actual spectrum allocation activities from the initial interaction activities between the broker and the spectrum owners and the potential spectrum buyers.
4.3 Proposed auction mechanism design

Learning from the idea and concepts put forward in the literature review, an iterative auction mechanism design is proposed that depicts the dynamics of a real secondary spectrum market. The proposed auction mechanism mimics a similar process employed in the Genetic Algorithm (GA) to shape the groups of eligible non-interfering buyers through the survival of the members that can be served by the remaining spectrum segment at each iteration step. The groups are shaped by deleting members of the groups with channel bandwidth greater/wider than the remaining spectrum segment, during each iteration step. In so doing, the auction mechanism optimizes the spectrum allocation, such that no spectrum segment remains at the end of the auction that it would have been possible to allocate to any surviving non-winning members of eligible buyer groups. To maximize the revenue generated at each iteration step, the proposed auction mechanism considers the allocation problem as a 0-1 Knapsack Problem (KP) where the spectrum segment under consideration is considered as a Knapsack and needs to maximize the benefit (profit) generated by the objects (winning non-interfering buyer
groups) put in the knapsack (the spectrum segment) without exceeding its capacity (size).

### 4.3.1 Profiles of auction participants

The profiles of the auction participants, i.e., the white space spectrum providers or owners, and the potential white space spectrum users are described formally. Following the terminology in auction theory, the white space spectrum providers or primary users are called *sellers*, and the potential white space spectrum users or secondary users are called *buyers*. The terms white space spectrum providers/primary users and sellers, and potential white space spectrum users/secondary users and buyers are used interchangeably throughout the chapter. Each seller submits to the broker a price per unit spectrum of each spectrum segment that it is selling, i.e., the lowest price at which the seller is willing to sell the spectrum. Like the sellers, each buyer submits a price for each spectrum segment it intends to buy, i.e., the highest price at which the buyer is willing to pay. Using auction theory terminology, the price submitted by the seller and the buyer are called *ask* and *bid* respectively. Each seller can submit more than one ask profile to the spectrum broker depending on the number of spectrum segments that it is selling. Similarly, potential buyers can submit more than one bid profile, depending on the number and type of networks whose QoS they want to improve.

Let $M$ denote the number of white space spectrum owners and let $P = \{P_i \mid 1 \leq i \leq m, m \geq M\}$, denote a list of all ask profiles from the sellers. Let $N$ denote the number of bidders and let $B = \{B_j \mid 1 \leq j \leq n, n \geq N\}$, denote a list of all bid profiles from the potential buyers responding to the ask profiles of the spectrum sellers. Let $B_{Pi} = \{B_y \mid 1 \leq y \leq n\}_{Pi}, i = 1, 2, ..., m$, denote a list of bid profiles bidding for each ask profile $P_i$.

The ask profile of the seller is described formally as follows:

$$(g_{sa}, s_{sa}, f_{sa}, p_{sa}, r_{sa}), \ a \geq 1,$$

represents the white space spectrum owner’s ask profile where $g_{sa}$ is the GPS location of the white space spectrum owner’s TV transmitter for the white space spectrum $s_{sa}$, $f_{sa}$ is the start frequency in MHz on TV RF spectrum band of the spectrum, $p_{sa}$ is the white space spectrum owner’s ask price per unit spectrum, which is an indication of the owner’s willingness to lease the spectrum and $r_{sa}$ is the white space spectrum owner’s allowed transmission range (TR) on the spectrum.

The bid profile of the potential buyer is described formally as follows:
\((g, w, f_{s_a}, g_{s_a}, x_{s_a}, t_{s_a}), \alpha \geq 1\), represents the potential white space spectrum user’s bid profile where \(g\) is the GPS location of its base station, \(w\) is the channel-bandwidth of the buyer’s network, \(f_{b(s_a)}\) is the start frequency in MHz on TV RF spectrum band of the spectrum \(s_a\) that the buyer is bidding for, \(g_{s_a}\) is the GPS location of the white space spectrum owner’s base station, \(x_{s_a}\) is the buyer’s bid price per unit spectrum, which expresses the bidder’s willingness to pay for the spectrum and \(t_{s_a}\) is the TR of the buyer’s network that it can achieve on the spectrum.

The auction participants, i.e., the sellers and the buyers, define their asks and bids respectively using their own optimization functions and prediction tools, which are beyond the scope of this thesis as they also require additional comprehensive research.

### 4.3.2 Pre-candidate selection

This step is meant to disqualify all potential buyers from the auction with bids less than the sellers’ asks, and also those whose coverage areas are not entirely within the coverage areas of the spectrum sellers. This condition is shown in Figure 4.3 where the coverage areas of potential buyers 2, 3, and 6 are not entirely within the coverage area of the spectrum seller. These buyers could cause interference to the neighbours of the spectrum seller’s network if they were to win a spectrum segment. Pre-candidate selection is performed by Algorithm 4.

For each ask profile, the algorithm compares its start frequency and ask with the start frequency and bid respectively of each bid profile. If the start frequencies match and the

![Figure 4.3: Spectrum seller’s coverage area vs spectrum buyers’ coverage areas](http://etd.uwc.ac.za/)
Algorithm 4: Pre-candidate selection

\textbf{input :} \( P = \{P_1, P_2, ..., P_m\}, \ B = \{B_1, B_2, ..., B_n\} \)

\textbf{output:} List of eligible bidders \( B^{P_i} \) for each ask profile \( P_i, \ i = 1, 2, ..., m. \)

1. for \( i \leftarrow 1 \) \textbf{to} \( m \) do
2.  \hspace{1em} for \( j \leftarrow 1 \) \textbf{to} \( n \) do
3.  \hspace{2em} if \( P_i[f_{sa}] = B_j[f_{b(sa)}] \) and \( P_i[p_{sa}] \leq B_j[x_{sa}] \) then
4.  \hspace{3em} calculate distance between \( P_i \) and \( B_j \); \hspace{1em} // Euclidean distance calculated using their GPS positions
5.  \hspace{3em} subtract distance between \( P_i \) and \( B_j \) from \( P_i[r_{sa}] \) and assign it to \( D_{P_iB_j} \);
6.  \hspace{2em} if \( D_{P_iB_j} \geq B_j[t_{sa}] \) then
7.  \hspace{3em} \hspace{1em} // if condition is TRUE, then coverage area of \( B_j \) is within the coverage area of \( P_i \)
8.  \hspace{3em} \hspace{1em} add \( B_j \) to \( B^{P_i} \);
9.  \hspace{2em} end
10. \hspace{1em} delete \( B_j \) from \( B \);
11. \hspace{1em} \( n \leftarrow n - 1; \)
12. \end
13. return \( B^{P_i} \);
14. end

seller’s ask is less than or equal to the buyer’s bid, then algorithm checks if the coverage area of the potential white space buyer is entirely within the transmission coverage of the white space spectrum owner. If that is the case, the potential buyer’s bid profile is added to the list of bid profiles for the ask profile and the bid profile is deleted from the list of all bid profiles. If not, the bid profile is also deleted from the list of all bid profiles. This process is performed from line 3 to 9. The process is repeated for each bid profile. Finally, the algorithm returns a list of bid profiles bidding for the ask profile in line 13.

4.3.3 Non-interference buyer-grouping

In [66],[104] and [105], it is stated that the spectrum buyer-grouping problem is computationally hard (NP-Hard). There are many approximate algorithms for solving it in the literature and some of them are provided here.

1. Greedy-U algorithm [104]: The algorithm works by recursively choosing a node with a minimum degree in the current conflict graph and eliminating the chosen node and its neighbours. The algorithm then updates the degree values of the remaining nodes from the current conflict graph in order to form a non-interfering group.
2. Greedy algorithm [104]: The algorithm works in the same way as Greedy-U algorithm except that at each recursive step, it chooses the nodes based on the degree values of the original conflict graph.

3. Max-IS algorithm [106]: The algorithm works by recursively picking a node which has the minimal size of a maximum independent set and pushes it into the current independent set. This procedure is repeated until all the nodes are processed.

4. Stripe algorithm [107]: The algorithm works by first partitioning the interested area into stripes with each stripe’s width equal to $\sqrt{3}d/2$, where $d$ is the radius of the unit disk graph, i.e., intersection graphs of equal-sized disks in the plane [107]. Then the algorithm finds an optimal colouring scheme for each stripe with maximal flow or maximal bipartite matching algorithm. Then the algorithm combines colours of adjacent stripes from left to right to obtain the final colouring scheme of the graph.

5. Rand algorithm: The algorithm works by randomly choosing a node and tries to allocate one channel while satisfying non-conflict constraints [66].

6. Lexicographic algorithm [105]: This algorithm works by ordering vertices first by their X-coordinates and then by their Y-coordinates, then colours each unit disk one by one according to their coverage area. Two disks with identical colours are in the same interfering group.

As in the other auction mechanism designs, in order to utilize the white space spectrum efficiently in the proposed auction mechanism, the spectrum broker divides the potential buyers for each ask profile into non-interfering buyer groups after the pre-candidate selection step, so that those who do not interfere on a spectrum segment can share the same spectrum segment if they win. A coverage based interference model is adopted in this auction mechanism. In a coverage-based interference model, whether or no two networks interfere with each other depends solely on whether their coverage overlaps or not, and the interference relationship is symmetrical.

Since only approximate algorithms for solving the spectrum buyer-grouping problem exist, it was decided to design a new non-interference buyer grouping strategy. This new strategy derives the non-interference buyer groups from the complement of the interference graph of the buyers created, using the GPS coordinates of the potential buyers and their TR on the spectrum included in their bid profiles. This new strategy is called the Interference Graph-Complement (IG-C) strategy. It always derives the minimum number of non-interference buyer groups.
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An interference graph of potential buyers on a white space spectrum under ask profile \( P_i \) is denoted as \( G_i = (V, E) \), where \( V \) is the set of all potential buyers on the spectrum and \( E \) is the set of edges. There is an edge between two potential buyers who interfere on the spectrum otherwise there is no edge between them. Algorithm 5 shows the implementation of the IG-C strategy for creating the non-interference buyer groups.

**Algorithm 5: Non-interfering buyer-grouping**

**input**: Seller’s ask profile \( P_i \); its list of bidders \( B_{P_i} = \{ B_y \mid 1 \leq y \leq n \} \).

**output**: Groups of non-interfering nodes \( \{ \phi_{z,i} \mid 1 \leq z \leq y \} \) and their equivalent groups of non-interfering buyers \( \{ \Omega_{z,i} \mid 1 \leq z \leq y \} \).

1. create an interference graph \( G_i \) from \( B_{P_i} \);
2. create \( G_i' \) from \( G_i \);
   // \( G_i' \) is the complement of the interference graph \( G_i \)
3. initialize \( z \leftarrow 1 \);
4. repeat
5. choose any node in \( G_i' \) with lowest-degree;
6. add lowest-degree node to group \( \phi_{z,i} \);
7. add node’s equivalent bid from \( B_{P_i} \) to group \( \Omega_{z,i} \);
8. repeat
9. find common-neighbour nodes in \( G_i' \) of all nodes in \( \phi_{z,i} \);
10. choose any common-neighbour node with lowest-degree;
11. add lowest-degree node to group \( \phi_{z,i} \);
12. add node’s equivalent bid from \( B_{P_i} \) to group \( \Omega_{z,i} \);
13. until no common-neighbour nodes exist for all nodes in \( \phi_{z,i} \);
14. delete all nodes and their edges in \( \phi_{z,i} \) from \( G_i' \);
15. \( z \leftarrow z + 1 \);
16. until \( G_i' \) is empty;
17. return \( \phi_{1,i}, \phi_{2,i}, ..., \phi_{z,i}, \Omega_{1,i}, \Omega_{2,i}, ..., \Omega_{z,i} \);

An interference graph of potential buyers for each spectrum segment on sale is created in line 1 and from the interference graph, its complement graph is created in line 2. From the complement graph, a node with lowest number of edges is selected and put in its own group from lines 5 to 7. After that, the algorithm searches for all common neighbour nodes of the node with the lowest number of edges selected in the previous step from the complement graph. From the common neighbour nodes, the algorithm selects any node with the lowest number of edges and put it in the same group as the first node with the lowest number of edges selected from lines 5 to 7. This process is done from line 9 to 12, and is repeated until no common neighbour nodes exist in the complement graph for all the nodes that are put in the group of nodes with the lowest number of edges. Then the algorithm deletes all the nodes that are put in group of nodes with the lowest number of edges from the complement graph in line 14. The process repeats from line 4 to line 14 by using a new node with the lowest number of edges selected from the
remaining complement graph. This is done until the complement graph is empty, i.e., has no nodes.

### 4.3.3.1 Pictorial example

A pictorial example of how the algorithm works in creating non-interfering buyer groups is provided in Figures 4.4 and 4.5. Figure 4.4 shows the interference graph of 6 potential buyers’ networks on the spectrum on sale and the interference graph’s complement. Figure 4.5 shows the remaining interference graph’s complement and the non-interference group/s created after each iteration. Note that two results of non-interference groups are possible; \( \{3\}, \{5,2,1\}, \{6,4\} \) or \( \{3\}, \{6,4,1\}, \{2,5\} \).

![Figure 4.4: Interference graph and its complement of potential buyers](http://etd.uwc.ac.za/)

![Figure 4.5: Results after each iterations](http://etd.uwc.ac.za/)

### 4.3.4 Group bid and total price determination

The group bid per unit spectrum for each non-interfering buyer group is set to the bid of the bid profile of the potential buyer with the lowest bid in the group. Using that bid and each buyer’s network channel bandwidth, the total price that each non-interference buyer group is going to pay if it wins is calculated by summing up the products of network channel bandwidth of the buyers and the lowest bid in the group. Note that each potential buyer contribute a price to the group’s total price that is proportional to
its network channel bandwidth and is determined by the lowest bid per unit spectrum in its non-interference buyer group.

4.3.5 Spectrum allocation

Each non-interference buyer group’s spectrum demand is represented by the largest channel bandwidth in the group and the group’s bid is represented by the total price. The spectrum broker uses these two when performing the spectrum allocation to the groups. Now, the spectrum allocation problem has been reduced to a 0-1 KP in which each spectrum on sale is to be allocated to its non-interference buyer groups so that the total spectrum segments allocated (equivalent to the total of the largest channel bandwidths) to the winning groups is less than or equal to the spectrum and the revenue generated by auctioning the spectrum (sum of the winning groups’ bids) is maximized. The spectrum is allocated to the groups recursively by mimicking a similar process employed in the GA at each recursive step, to shape the non-winning buyer groups through the survival of their members that can be served by the remaining spectrum segment. At the beginning of each recursive step, potential buyers in the non-interference buyer groups with channel bandwidths larger than the remaining spectrum segment are removed from the groups. The allocation is done until either the spectrum is exhausted or the spectrum segment that remains can no longer serve any surviving members of the remaining non-winning buyer groups. After the spectrum allocation of each ask profile is complete, the bid profiles of all members in the winning buyer groups are removed from the bid profiles of the remaining ask profiles because they have won a spectrum segment and do not need to participate any more in the auctioning of the remaining spectra. The allocation process is shown in Algorithm 6.

At the end of the auction, the broker pays each spectrum seller the total earnings collected from all the winning buyer groups of the seller’s ask profiles.

4.4 Maintenance of economic properties in the auction

A number of strategies have been implemented in the auction to make sure that the three economic properties of any action mechanism design are maintained. These strategies are highlighted in this section.

Individual rationality: To make sure that the winning buyers are not charged more than their bids, i.e., winning buyers do not achieve non-negative utility, the group bid per unit spectrum is set to the bid of the bid profile of the potential buyer with the lowest
Algorithm 6: Spectrum allocation

**input**: Groups of non-interfering buyers \( \{O_{z,i} | 1 \leq z \leq y\} \), total prices \( \{p_{z,i} | 1 \leq z \leq y\} \) to be paid by the groups and their corresponding largest channel widths \( \{w_{z,i} | 1 \leq z \leq y\} \) for the ask profile \( P_i \).

**output**: Winning non-interfering buyer groups \( \{O_{b,i} | 1 \leq b \leq z\} \) for the ask profile \( P_i \).

1. allocate spectrum segment \( s_{a,i} \) to its buyers groups as a 0-1 Knapsack Problem;
2. assign \( s_{a,i} \) minus allocated-spectrum to spectrum-left;
3. check if there exists any non-winning buyer-group;
4. while spectrum-left > 0 and any non-winning buyer-group exists do
   5. for each non-winning buyer-group of \( s_{a,i} \) do
      6. remove all candidates with channel width larger than spectrum-left;
   7. end
   8. if some non-winning buyer-groups have members then
      9. call group bid-price and total-price determination algorithm; // to recalculate each group’s total-price and largest network channel-bandwidth.
     10. allocate spectrum-left to non-winning buyer groups as a 0-1 Knapsack Problem;
     11. assign spectrum-left minus allocated-spectrum to spectrum-left;
   12. end
   13. check if there exists any non-winning buyer group;
14. end

bid in each group. In order to make sure that revenues of all winning sellers are not less than their asks, potential buyers with bids less than the sellers’ asks are disqualified from the auction participation during the pre-candidate selection step.

Truthfulness: To enforce truthfulness among potential buyers, potential buyers submit their bids to the broker privately, i.e., the auction is a sealed-bid auction format. A bid-independent grouping method for creating non-interfering buyer groups is adopted in the auction to also enforce truthfulness among the buyers. These methods have been used in other well-known spectrum auction formats such as in [94], [66], [97], [92] to enforce truthfulness and prevent market manipulation.

Budget Balance: The broker pays each spectrum seller the total earnings collected from all the winning buyer groups of the seller’s ask profiles at the end of the auction. To make sure that the broker does not achieve a negative balance, the broker disqualifies all potential buyers with bids less than the sellers’ asks before the auction.
4.5 Uniqueness of auction mechanism

The proposal set out in this study is unique in many ways, and different from any of the existing proposals. It contains features that many of the existing mechanisms do not contain, and it also includes as many details as possible in the ask profile of the spectrum seller and the bid profile of the spectrum buyer.

To the best of the authors’ knowledge, the proposed auction mechanism is the first of its kind to propose that the transmission range that a potential buyer can achieve on a spectrum that it is bidding for should be calculated by the potential buyer itself and not the spectrum broker. All the algorithms surveyed leave the responsibility of calculating the transmission range of a potential buyer on a spectrum in the hands of the spectrum broker. The algorithms include maximum power limit as part of the potential buyers bid profile, which the spectrum broker uses to calculate the transmission range that the buyer can achieve on the spectrum. The potential buyer’s transmission range and its GPS location determine the interference relationship with other potential buyers, which is important for determining the spectrum reusability. Many parameters are involved in the estimation of transmission range apart from the power limit. The formula for estimating the maximum transmission range on a spectrum is as follows [93]

\[
R_m = \exp \left\{ \frac{P_t - P_r + 28 - P_f(n) - 10 \log f^2}{\gamma} \right\}
\]  

(4.1)

where \(R_m\) is the maximum transmission range, \(P_t\) is the transmission power, \(P_r\) is the targeted receiving power, \(P_f(n)\) is the floor loss penetration factor, \(f\) is the central frequency of the spectrum in megahertz (MHz) and \(\gamma\) is the distance power loss coefficient.

Leaving the task of estimating the transmission range that a potential buyer can achieve on a spectrum to the spectrum broker would require these other parameters to be included in the buyers bid profile, which would require extra storage space on the part of the spectrum broker and increase the complexity of the already complicated task of spectrum allocation for the spectrum broker.

The ask profile of a spectrum seller and the bid profile of a spectrum buyer for this proposed auction mechanism are much more detailed than any of the existing auction mechanisms. To the best of the authors’ knowledge, the proposal is the first to include the RF spectrum location where the spectrum exists and the GPS location of the spectrum seller’s transmitter as part of the seller’s ask profile. The proposal is also the first of its kind to include the GPS location of the spectrum buyer’s transmitter as part of its bid profile. Including location on the RF spectrum of the spectrum segment on
sale in the ask profile helps the spectrum broker to calculate the central frequencies of the spectrum winners. Using the GPS location of the spectrum seller’s transmitter and its transmission range on the spectrum, and the GPS location of the spectrum buyer’s transmitter and its corresponding transmission range on the spectrum, the spectrum broker is able to calculate and determine if the spectrum buyer will be broadcasting within the acceptable broadcasting area of the spectrum seller, if the buyer wins part of the spectrum. Including the GPS location of the spectrum buyers’ transmitters and their corresponding transmission range on the spectrum, helps the spectrum broker to calculate and determine their interference relationships on the spectrum. Existing proposals do not explain clearly how the interference relationships between buyers is calculated.

In addition to including as many details as possible in the ask profile of the spectrum seller and the bid profile of the spectrum buyer, this proposal also includes as many details as possible in the auction winners’ results. For instance, the auction results for the spectrum winner include the central frequency that it should use for broadcasting. Letting the spectrum winner know of the central frequency it has to use for broadcasting is important to avoid the spectrum winner broadcasting on an unacceptable central frequency, which could result in interference with other wireless networks. None of the existing proposals include the central frequency as part of the spectrum winner’s results.

This auction mechanism achieves efficient spectrum allocation, high spectrum re-usability, both leading to efficient spectrum utilisation, and profit maximization. Efficient spectrum allocation is achieved through the use of a process similar to that employed in GA, in shaping the non-winning groups through the survival of their members that can be served by the remaining spectrum segment, until either the spectrum is exhausted or the spectrum segment that remains can no longer serve any surviving members of the remaining buyer groups. High spectrum re-usability is achieved through the use of a new non-interfering buyer-grouping algorithm, which finds a minimum number of maximal independent sets from an interference graph of the potential buyers. Profit maximization is achieved through the way the auction is conducted. This method regards the spectrum allocation of each spectrum segment on auction as an 0-1 KP: each spectrum segment on auction is considered as a Knapsack and the method maximizes the benefit (profit) generated by objects (winning non-interference buyer-groups) put in the knapsack (the spectrum). To the best of the authors’ knowledge, none of the existing proposals can achieve efficient spectrum utilization as well as this proposal. There are few auction mechanism designs, if any, that maximise the profit for the spectrum seller and also achieve efficient spectrum utilization as well as this proposal.
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4.6 Experimental evaluation

A Python-code of this auction mechanism proposal was implemented in order to evaluate its performance. In the implementation, the Python library called *networks* was used to successfully implement the non-interference buyer grouping algorithm and the Python library called *pyeasyga* to solve the 0-1 KP using the GA. Other approaches to solving the 0-1 KP exist but the GA approach performs much better than the other approaches, and currently it is the most efficient approach for finding an approximately optimal solution for optimization problems, such as the KP [108].

In the simulation, the area under considered has one TV transmission site where 4 TV broadcasting service providers have unused spectra that they want to lease out temporarily and 30 WSPs that require extra spectra to improve their QoS. The location of the TV transmission site and the position of the base stations of the WSPs, shown in Figure 4.6, are generated using Radio Mobile network planning tool [109]. The TV transmission site exists in reality.

![Figure 4.6: Base stations positions relative to TV transmission site](http://etd.uwc.ac.za/)

The parameters used for the white space spectrum owners are shown in Table 4.1. The unused spectra are denoted as follows: 24 MHz-S1, 16 MHz-S2, 24 MHz-S3, 32 MHz-S4. These spectrum resources are assumed to have the same transmit power constraints but slightly different transmission ranges due to their positions on the RF spectrum.

The WSPs’ networks are heterogeneous with different channel bandwidth requirements. The network channel bandwidths considered are 22 MHz for a Wi-Fi network system, 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz for Long-Term Evolution (LTE).
network systems, 5 MHz for a Universal Mobile Telecommunications System (UMTS) network system. The 30 WSPs competing for the available spectra are distributed as follows: 6 Wi-Fi network providers each demanding 22 MHz, 3 LTE network providers each demanding 20 MHz, 2 LTE network providers each demanding 15 MHz, 4 LTE network providers each demanding 10 MHz, 3 LTE network providers each demanding 5 MHz, 5 LTE network providers each demanding 3 MHz, 4 LTE network providers each demanding 1.4 MHz and 3 UMTS network providers each demanding 5 MHz. Table 4.2 shows the GPS location of the WSPs’ base stations and their relative distances away from the TV transmission site. It is assumed that the networks of WSPs require contiguous spectrum, which has the following implications:

- The 22 MHz Wi-Fi network providers and 20 MHz LTE network providers bid for spectrum $S_1, S_3, S_4$, i.e., the spectrum is big enough to accommodate their channel-bandwidths.
- The remaining network providers bid for all the spectra since their channel bandwidths can be accommodated on any of the spectra.

The assumed TRs of the heterogeneous networks on the four spectra are shown in Table 4.3. It is also assumed that the valuation of one unit of spectrum, i.e., 1 MHz, for each of the 4 available spectra is different for all the network providers.

### 4.6.1 Experimental results

The spectrum broker in the allocation mechanism first ranks the white space spectra using their qualities and frequency distribution on the TV RF band, in order to decide the order of allocating them to the potential white space spectrum users, before the allocation takes place. After computing the ranking of the four spectra, the broker makes the following allocation order: $S_4, S_1, S_3, S_2$.

This new strategy derives the non-interference buyer groups from the complement of the interference graph of the buyers created, using the GPS coordinates of the potential

---

**Table 4.1: White space spectrum owners’ parameters**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS of transmission site</td>
<td>33°52′31″S, 18°35′44″E</td>
</tr>
<tr>
<td>Unused spectrum sizes</td>
<td>24 MHz, 16 MHz, 24 MHz, 32 MHz</td>
</tr>
<tr>
<td>Starting frequencies of unused spectra</td>
<td>494 MHz, 518 MHz, 534 MHz, 566 MHz</td>
</tr>
<tr>
<td>Allowed TR on unused spectra</td>
<td>10.50 Km, 10.47 Km, 10.44 Km, 10 Kms</td>
</tr>
</tbody>
</table>

---
Table 4.2: GPS coordinates of measurement sites and their distances away from BS transmitter

<table>
<thead>
<tr>
<th>BS name</th>
<th>System</th>
<th>Latitude Longitude</th>
<th>Distance (Km)</th>
<th>BS name</th>
<th>System</th>
<th>Latitude Longitude</th>
<th>Distance (Km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS 1</td>
<td>UMTS</td>
<td>-33°52′41″</td>
<td>18°36′11″</td>
<td>0.53</td>
<td>BS 16</td>
<td>3 MHz LTE</td>
<td>-33°53′56″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°36′34″</td>
<td></td>
<td></td>
<td></td>
<td>18°34′28″</td>
<td></td>
</tr>
<tr>
<td>BS 2</td>
<td>1.4 MHz LTE</td>
<td>-33°53′36″</td>
<td>18°36′54″</td>
<td>2.38</td>
<td>BS 17</td>
<td>UMTS</td>
<td>-33°53′27″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°34′49″</td>
<td></td>
<td></td>
<td></td>
<td>18°34′33″</td>
<td></td>
</tr>
<tr>
<td>BS 3</td>
<td>1.4 MHz LTE</td>
<td>-33°53′59″</td>
<td>18°36′50″</td>
<td>2.96</td>
<td>BS 18</td>
<td>3 MHz LTE</td>
<td>-33°54′32″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°34′36″</td>
<td></td>
<td></td>
<td></td>
<td>18°34′33″</td>
<td></td>
</tr>
<tr>
<td>BS 4</td>
<td>UMTS</td>
<td>-33°54′15″</td>
<td>18°35′52″</td>
<td>3.22</td>
<td>BS 19</td>
<td>Wi-Fi</td>
<td>-33°54′11″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°33′22″</td>
<td></td>
<td></td>
<td></td>
<td>18°33′22″</td>
<td></td>
</tr>
<tr>
<td>BS 5</td>
<td>1.4 MHz LTE</td>
<td>-33°52′30″</td>
<td>18°38′11″</td>
<td>3.51</td>
<td>BS 20</td>
<td>5 MHz LTE</td>
<td>-33°54′46″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°35′21″</td>
<td></td>
<td></td>
<td></td>
<td>18°35′21″</td>
<td></td>
</tr>
<tr>
<td>BS 6</td>
<td>3 MHz LTE</td>
<td>-33°54′12″</td>
<td>18°37′14″</td>
<td>3.88</td>
<td>BS 21</td>
<td>3 MHz LTE</td>
<td>-33°55′12″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°35′34″</td>
<td></td>
<td></td>
<td></td>
<td>18°35′34″</td>
<td></td>
</tr>
<tr>
<td>BS 7</td>
<td>Wi-Fi</td>
<td>-33°54′32″</td>
<td>18°36′56″</td>
<td>4.17</td>
<td>BS 22</td>
<td>5 MHz LTE</td>
<td>-33°55′39″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°34′14″</td>
<td></td>
<td></td>
<td></td>
<td>18°34′14″</td>
<td></td>
</tr>
<tr>
<td>BS 8</td>
<td>15 MHz LTE</td>
<td>-33°54′17″</td>
<td>18°35′17″</td>
<td>5.72</td>
<td>BS 23</td>
<td>10 MHz LTE</td>
<td>-33°55′42″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°33′12″</td>
<td></td>
<td></td>
<td></td>
<td>18°33′12″</td>
<td></td>
</tr>
<tr>
<td>BS 9</td>
<td>10 MHz LTE</td>
<td>-33°55′36″</td>
<td>18°37′11″</td>
<td>6.05</td>
<td>BS 24</td>
<td>15 MHz LTE</td>
<td>-33°56′8″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°35′42″</td>
<td></td>
<td></td>
<td></td>
<td>18°35′42″</td>
<td></td>
</tr>
<tr>
<td>BS 10</td>
<td>Wi-Fi</td>
<td>-33°56′2″</td>
<td>18°39′49″</td>
<td>7.26</td>
<td>BS 25</td>
<td>15 MHz LTE</td>
<td>-33°56′33″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°33′41″</td>
<td></td>
<td></td>
<td></td>
<td>18°33′41″</td>
<td></td>
</tr>
<tr>
<td>BS 11</td>
<td>20 MHz LTE</td>
<td>-33°56′28″</td>
<td>18°37′54″</td>
<td>8.04</td>
<td>BS 26</td>
<td>Wi-Fi</td>
<td>-33°56′49″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°32′10″</td>
<td></td>
<td></td>
<td></td>
<td>18°32′10″</td>
<td></td>
</tr>
<tr>
<td>BS 12</td>
<td>3 MHz LTE</td>
<td>-33°51′30″</td>
<td>18°39′24″</td>
<td>9.06</td>
<td>BS 27</td>
<td>Wi-Fi</td>
<td>-33°57′12″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°36′49″</td>
<td></td>
<td></td>
<td></td>
<td>18°36′49″</td>
<td></td>
</tr>
<tr>
<td>BS 13</td>
<td>20 MHz LTE</td>
<td>-33°51′47″</td>
<td>18°32′14″</td>
<td>6.02</td>
<td>BS 28</td>
<td>5 MHz LTE</td>
<td>-33°52′45″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°32′58″</td>
<td></td>
<td></td>
<td></td>
<td>18°32′58″</td>
<td></td>
</tr>
<tr>
<td>BS 14</td>
<td>1.4 MHz LTE</td>
<td>-33°52′33″</td>
<td>18°34′09″</td>
<td>2.67</td>
<td>BS 29</td>
<td>Wi-Fi</td>
<td>-33°57′11″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°34′09″</td>
<td></td>
<td></td>
<td></td>
<td>18°34′09″</td>
<td></td>
</tr>
<tr>
<td>BS 15</td>
<td>20 MHz LTE</td>
<td>-33°52′54″</td>
<td>18°31′52″</td>
<td>5.98</td>
<td>BS 30</td>
<td>10 MHz LTE</td>
<td>-33°55′18″</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18°38′21″</td>
<td></td>
<td></td>
<td></td>
<td>18°38′21″</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Transmission ranges of the networks on spectrums

<table>
<thead>
<tr>
<th>Network system</th>
<th>Transmission radius (Km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wi-Fi</td>
<td>-33°57′12″</td>
</tr>
<tr>
<td>20 MHz LTE</td>
<td>1.08</td>
</tr>
<tr>
<td>15 MHz LTE</td>
<td>1.38</td>
</tr>
<tr>
<td>10 MHz LTE</td>
<td>1.44</td>
</tr>
<tr>
<td>5 MHz LTE</td>
<td>1.82</td>
</tr>
<tr>
<td>3 MHz LTE</td>
<td>2.68</td>
</tr>
<tr>
<td>1.4 MHz LTE</td>
<td>3.71</td>
</tr>
<tr>
<td>UMTS</td>
<td>2.88</td>
</tr>
</tbody>
</table>

buyers and their TR on the spectrum included in their bid profiles. This new strategy is called the Interference Graph-Complement (IG-C) strategy. It always derives the minimum number of non-interference buyer groups.

Since the non-interference buyer grouping strategy can generate more than one solution of non-interference buyer groups, and in addition, GAs do not always give the optimal solution but a solution that is close enough to the optimal one [108], the best way to get results of highest quality is to run the allocation algorithm a number of times and
average the results. Therefore, the spectrum allocation simulation was run 1000 times. Figures 4.7 to 4.10 show graphs of the number of assigned users, spectrum allocation efficiency, spectrum re-usability and assignment cost of each spectrum auctioned in the 1000 runs. The corresponding graphs of averages are shown from Figure 4.11 to Figure 4.14. The spectrum efficiency is defined as the percentage of the leased white space spectrum segment with respect to the initial available white space spectrum block, and the spectrum re-usability is defined as the ratio of winning profiles to the number of sold spectrum segments for each white space spectrum block auctioned. As can be seen from Figures 4.7 to 4.10, the results repeat themselves after a few runs and that trend is consistent throughout the 1000 runs. This shows that with only a few runs, the allocation algorithm can generate optimal average results.

Table 4.4 shows the first non-interference bidder groups created on each spectrum by the IG-C algorithm. Note that bidder BS26 is not included in any of the non-interference
buyer groups for any of the spectra because this buyer was deleted during the pre-candidate selection stage, as its coverage area is not entirely within the allowed transmission coverage of each white space spectrum. Table 4.5 shows the winning non-interfering
group members on each spectrum. Results from both Table 4.4 and Table 4.5 are taken from the same single run extracted from the 1000 runs. The allocation output reports
Table 4.4: First non-interference bidder groups created on each spectrum

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>Non-interference bidder groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>[BS 21, BS 28, BS 23, BS 8, BS 27], [BS 3, BS 11, BS 19, BS 25, BS 15, BS 13], [BS 2, BS 10, BS 29], [BS 18, BS 30], [BS 4, BS 12], [BS 6, BS 20], [BS 17, BS 9], [BS 14, BS 7, BS 24], [BS 1, BS 22], [BS 5, BS 16]</td>
</tr>
<tr>
<td>S1</td>
<td>[BS 3, BS 25, BS 19, BS 13, BS 27], [BS 6, BS 20, BS 12], [BS 4, BS 11, BS 23, BS 8], [BS 21, BS 28], [BS 17, BS 9], [BS 14, BS 7, BS 24], [BS 1, BS 22], [BS 5, BS 16]</td>
</tr>
<tr>
<td>S3</td>
<td>[BS 14, BS 24, BS 7], [BS 3, BS 25, BS 19, BS 13, BS 15, BS 27], [BS 17, BS 9], [BS 21, BS 28], [BS 1, BS 22], [BS 12, BS 20, BS 6]</td>
</tr>
<tr>
<td>S2</td>
<td>[BS 24, BS 1], [BS 25], [BS 22]</td>
</tr>
</tbody>
</table>

Table 4.5: Winning non-interference group members

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>Winning non-interference group members</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>BS 10, BS 30, BS 2, BS 29, BS 18, BS 30</td>
</tr>
<tr>
<td>S1</td>
<td>BS 2, BS 25, BS 19, BS 13, BS 27</td>
</tr>
<tr>
<td>S3</td>
<td>BS 14, BS 7, BS 3, BS 25, BS 19, BS 13, BS 15, BS 27</td>
</tr>
<tr>
<td>S2</td>
<td>BS 24, BS 1, BS 22</td>
</tr>
</tbody>
</table>

Table 4.6: Assignment results on spectrum segment S4

<table>
<thead>
<tr>
<th>Assigned_Node</th>
<th>Segment_Assigned (MHz)</th>
<th>Start_Freq (MHz)</th>
<th>Centre_Freq (MHz)</th>
<th>Assignment_Price (willingness to pay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS 10</td>
<td>22.0</td>
<td>566.0</td>
<td>577.0</td>
<td>88.0</td>
</tr>
<tr>
<td>BS 30</td>
<td>10.0</td>
<td>588.0</td>
<td>589.0</td>
<td>30.0</td>
</tr>
<tr>
<td>BS 2</td>
<td>1.4</td>
<td>514.0</td>
<td>515.5</td>
<td>5.0</td>
</tr>
<tr>
<td>BS 29</td>
<td>22.0</td>
<td>494.0</td>
<td>494.0</td>
<td>88.0</td>
</tr>
<tr>
<td>BS 18</td>
<td>9.0</td>
<td>494.0</td>
<td>494.0</td>
<td>9.0</td>
</tr>
</tbody>
</table>

Table 4.7: Assignment results on spectrum segment S1

<table>
<thead>
<tr>
<th>Assigned_Node</th>
<th>Segment_Assigned (MHz)</th>
<th>Start_Freq (MHz)</th>
<th>Centre_Freq (MHz)</th>
<th>Assignment_Price (willingness to pay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS 11</td>
<td>20.0</td>
<td>494.0</td>
<td>504.0</td>
<td>100.0</td>
</tr>
<tr>
<td>BS 16</td>
<td>3.0</td>
<td>514.0</td>
<td>515.5</td>
<td>19.0</td>
</tr>
<tr>
<td>BS 23</td>
<td>10.0</td>
<td>494.0</td>
<td>499.0</td>
<td>50.0</td>
</tr>
<tr>
<td>BS 5</td>
<td>1.4</td>
<td>514.0</td>
<td>514.7</td>
<td>8.4</td>
</tr>
<tr>
<td>BS 4</td>
<td>5.0</td>
<td>494.0</td>
<td>496.5</td>
<td>25.0</td>
</tr>
<tr>
<td>BS 8</td>
<td>15.0</td>
<td>494.0</td>
<td>501.5</td>
<td>75.0</td>
</tr>
</tbody>
</table>

Table 4.10 and 4.11 show the averages of the auction results for the 1000 runs. Table 4.11 shows the average number of sold spectrum segments, the average number of winning buyers, the broker’s payoff, which expresses the total willingness of the buyers to pay for each spectrum, and the remaining unallocated spectrum segments. Table 4.11 is derived from Table 4.10, which shows the expected spectrum allocation efficiency and the expected spectrum re-usability.
Table 4.8: Assignment results on spectrum segment S3

<table>
<thead>
<tr>
<th>Assigned_Node</th>
<th>Segment_Assigned (MHz)</th>
<th>Start_Freq (MHz)</th>
<th>Centre_Freq (MHz)</th>
<th>Assignment_Price (willingness to pay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS 12</td>
<td>3.0</td>
<td>549.0</td>
<td>550.5</td>
<td>12.0</td>
</tr>
<tr>
<td>BS 20</td>
<td>5.0</td>
<td>549.0</td>
<td>551.5</td>
<td>20.0</td>
</tr>
<tr>
<td>BS 21</td>
<td>3.0</td>
<td>544.0</td>
<td>545.5</td>
<td>12.0</td>
</tr>
<tr>
<td>BS 17</td>
<td>5.0</td>
<td>534.0</td>
<td>536.5</td>
<td>20.0</td>
</tr>
<tr>
<td>BS 28</td>
<td>5.0</td>
<td>544.0</td>
<td>546.5</td>
<td>20.0</td>
</tr>
<tr>
<td>BS 3</td>
<td>1.4</td>
<td>555.4</td>
<td>556.1</td>
<td>5.6</td>
</tr>
<tr>
<td>BS 6</td>
<td>3.0</td>
<td>549.0</td>
<td>550.5</td>
<td>12.0</td>
</tr>
<tr>
<td>BS 9</td>
<td>10.0</td>
<td>534.0</td>
<td>539.0</td>
<td>40.0</td>
</tr>
<tr>
<td>BS 14</td>
<td>1.4</td>
<td>554.0</td>
<td>554.7</td>
<td>7.0</td>
</tr>
</tbody>
</table>

Table 4.9: Assignment results on spectrum segment S2

<table>
<thead>
<tr>
<th>Assigned_Node</th>
<th>Segment_Assigned (MHz)</th>
<th>Start_Freq (MHz)</th>
<th>Centre_Freq (MHz)</th>
<th>Assignment_Price (willingness to pay)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS 24</td>
<td>10.0</td>
<td>518.0</td>
<td>523.0</td>
<td>50.0</td>
</tr>
<tr>
<td>BS 1</td>
<td>5.0</td>
<td>518.0</td>
<td>520.5</td>
<td>25.0</td>
</tr>
<tr>
<td>BS 22</td>
<td>5.0</td>
<td>528.0</td>
<td>530.5</td>
<td>25.0</td>
</tr>
</tbody>
</table>

4.6.2 Discussion of results

As can be seen from Figure 4.12 and Table 4.11, this new auction mechanism design achieves very high spectrum allocation efficiency, which is one of the most important elements that needs to be achieved in any secondary spectrum market mechanism, as has already been discussed in the previous sections. From the table, the lowest achieved spectrum efficiency is 89.0%, on spectrum S2. Its remaining unsold spectrum segment (1.8 MHz from Table 4.10) shows that it could not be allocated to any of the non-winning buyers. The simulation results show that 6 buyers did not win, and they are in the following categories: 3 Wi-Fi network nodes (BS 7, BS 19, BS 27), 2 LTE network nodes with 20 MHz channel bandwidth (BS 13, BS 15), and 1 LTE network node with 15 MHz channel bandwidth (BS 25). Note that none of the other remaining unsold spectrum segments on Table 4.10 from the other spectra could be allocated to any of the non-winning buyers. In other ways, each spectrum auctioned achieved its maximum allocation limit, which is a unique feature for this proposal, i.e., this auction mechanism proposal achieves maximum spectrum allocation efficiency as a result of mimicking the process employed in GA at each recursive step, to shape the non-winning non-interfering
bidder groups through the survival of their members that can be served by the remaining white space spectrum segment.

From Figure 4.13 and Table 4.11, the spectrum re-usability on every spectrum auctioned is more than 2, which means that, on average, every spectrum segment sold, it was won by a winning non-interfering buyer group with more than 2 members who will consequently share the spectrum segment for broadcasting. It is important to mention that the spectrum re-usability depends on the group sizes of winning non-interfering buyer groups. If winning non-interfering buyer groups of a spectrum contain many members, the spectrum’s re-usability is expected to be high, and the converse is true when winning non-interfering bidder groups contains few members. For example, on Table 4.11, the spectrum with the least spectrum re-usability is S4 with a spectrum re-usability of 2.2, which means that some of its winning non-interfering buyer groups contained few members, resulting in the smallest ratio of its winning profiles to the number of its sold spectrum segments (both values from Table 4.10).

Another key feature achieved by this new auction mechanism is that it maximises the payoff generated by the broker on each spectrum auctioned. Discussion on spectrum allocation efficiency in the first paragraph shows that the remaining unused spectrum segments on all the spectra could not be allocated to any of the non-winning nodes. This shows that the broker could not generate any more payoff on each spectrum, i.e., the payoff generated on each spectrum was maximised. Figure 4.14 and Table 4.10 show the broker’s payoff generated on each spectrum.

### 4.7 Chapter summary

In this chapter, an auction mechanism design was designed that meets specific requirements for a secondary spectrum market auction in addition to meeting the economic properties of a general auction mechanism for selling merchandise. Specific requirements for a secondary spectrum market auction were analysed first to ensure completeness of the proposal. In order to allocate spectrum efficiently, the auction mechanism proposal first reduces the spectrum allocation problem to a 0-1 KP and then mimics the process employed in the GA at each recursive step to shape the non-winning non-interfering
buyer groups through the survival of their members that can be served by the remaining spectrum segment. In order to utilize spectrum efficiently, which is one of the key elements that a secondary spectrum market auction should address, a non-interfering buyer grouping strategy called Interference Graph-Complement was designed, which derives the non-interfering buyer groups from the complement of the interference graph and helps to achieve maximum spectrum utilization. This proposal was simulated and evaluated on arbitrary heterogeneous buyer networks and the results show that it achieves high spectrum utilization, high spectrum efficiency and generates high returns to the spectrum sellers.

The next chapter discusses network design in the white space spectrum.
Chapter 5

White space-aware network design

5.1 Introduction

The multi-hop wireless mesh networks in Wi-Fi frequencies induce prohibitive costs for network carriers to deploy ubiquitous Wi-Fi, as revealed by many in-field trials [67]. White space frequencies provide a better option for deployment of multi-hop wireless mesh networks, since white space frequencies have far greater transmission range and penetration properties than Wi-Fi frequencies. However, if deployed in an uncontrolled manner, white space allocation can suffer the same competition for frequency usage as the ISM band, where Wi-Fi users are competing in a crowded spectrum with other Wi-Fi users and with other devices emerging from the Internet-of-Things (IoT) and other new niche areas. While cognitive radio technology has been proposed as the technology to enable efficient white space spectrum sharing and thus mitigate the scarcity of radio frequency spectra, accurate identification of potential white space links and efficient network design are two important parameters upon which efficient white space network engineering needs to rely in order to deliver relevant services. Without doubt, network design in white space frequencies will require network topology control because of better signal propagation and penetration properties of white space frequencies. Generally, there are three main network topology control mechanisms; power control, power mode control, and hierarchical. However, an alternative approach has emerged based on centrality measure borrowed from social network analysis [110]. Centrality measure is used to identify the most important actors/vertices in a network [111]. With this in mind, the work in this chapter uses centrality measure to identify the most important mesh network nodes that can be included in both reduced network topology and hierarchical
backbone network topology, based on three centrality measure metrics during the network design phase. The relevance of this work is to guide the network engineer during a network feasibility study done in white space frequencies in order to select the most relevant performance metrics to choose for the actual implementation process.

The rest of the chapter is structured as follows: Section 5.2 discusses the design challenges most likely to be met when designing mesh networks in white space frequencies; Section 5.3 introduces relevant white space parameters as they need to be taken into consideration when designing communication networks in white space frequencies; Section 5.4 introduces topology reduction and discusses the approaches used to achieve it; Section 5.5 provides a background to the concept of centrality measure, which is borrowed from social network analysis and is currently being used in the topology reduction process; Section 5.6 reviews some current works that have used the concept of centrality measure in topology reduction; Section 5.7 discusses the network optimization function that has been formulated and used to create a hierarchical backbone network topology from the sparse network topology; Section 5.8 discusses the sparse network topology design and the link-based topology reduction algorithm developed for reducing a dense mesh network topology into a sparse mesh network topology; Section 5.9 discusses the hierarchical backbone network topology design and the backbone network topology algorithm used to introduce hierarchical backbone network topology in the sparse network topology, Section 5.10 is a performance evaluation section of the designs formulated in this chapter and Section 5.11 summarises the chapter.

5.2 White space mesh network design challenges

Designing communication networks such as mesh networks using opportunistic access to the white space spectrum comes with particular challenges that have never been met before by network planners and designers. The temporal and spatial variations of the white space spectrum is one of the challenges that makes the planning and designing of communication networks in white space frequencies a difficult task. Due to the temporal and spatial variations of the white space spectrum, it is difficult to find a common control channel that nodes can use to exchange necessary control information. Zhao et al., in [112] found that it is easier to find a common control channel for neighbouring nodes than to find the network-wide availability of a common vacant channel. Cognitive radio technology is expected to eliminate this challenge as it has the ability to sense the spectrum widely and re-configure itself to transmit in targeted parts of the spectrum [113].
Another challenge that makes the planning and designing of communication networks in white space frequencies difficult is the dense network topology revealed by design simulations of wireless communication networks in white space frequencies. This is shown in Figure 5.1 and Figure 5.2. Figure 5.1 shows a public safety mesh network design connecting police stations in Cape Town, South Africa and Figure 5.2 is a public safety mesh network design in Lubumbashi, Democratic Republic of Congo (DRC), connecting most popular locations of the city, which are considered to have a high potential of becoming hot spots for public safety data collection. Both networks have been simulated in white space frequencies using the Radio Mobile network planning tool [109]. The dense network topology entails many nodes being in communication range of each other, which may result in too many network packet collisions in the network. This is a complex operation for the MAC protocol and presents too many paths to choose from for a routing protocol [114, 115]. Therefore, the network topology design problem consists of making the network topology less complex or sparse.

Designing communication networks using opportunistic access is also affected by white space parameters existing at a location, such as quantity, quality, usefulness when compared with the unlicensed 2.4 GHz and 5 GHz frequencies, and diversity. These parameters vary at each white space location, based on the white spaces available. Consequently, identifying these parameters at each white space location is important when designing communication networks in white space frequencies, as they affect the overall communication network performance. The next section discusses these relevant parameters broadly.

Figure 5.1: Cape Town public safety mesh network design in white spaces
5.3 Relevant white space parameters

This section discusses the relevant white space parameters mentioned in the last paragraph of the previous section.

5.3.1 Quantity

The amount of white space available at a particular location will determine its relevance. It is expected that the more white spaces there are available at a particular location, the more relevant they are going to be to a WSD and the converse will be true if the available white spaces are limited.

The quantity of white space spectrum available is directly related to the signal detection threshold. The measured or calculated signal value (in the case of the geo-location database approach) of the primary transmitter signal strength must be below the chosen signal detection threshold value to declare a white space. Higher or relaxed signal detection threshold values yield more white spaces while lower or conservative signal detection threshold values yield fewer. From the studies that have been done so far in different parts of the world, when the signal detection threshold requirements, as
mandated by the FCC, are used, the number of TVWSs found is low. Other studies have even found no TVWSs when a sensing sensitivity threshold of -114 dBm is used\cite{54, 57}. Lopez-Benitez et al. \cite{101} reports that a small change in threshold value, as little as 5 dBm or less, can change the spectrum occupancy observed from 100% to 0%. Through careful measurements, McHenry et al. in \cite{116} were able to determine detection thresholds that provided few missed detections with false alarm rates in the 20% to 60% range. These observations show how critical the value chosen as a signal detection threshold is, in determining how much white space is detectable.

5.3.2 Quality

The value and relevance of TVWSs will also be affected by their quality, defined here as how contiguous or sparse they are. Measurements at either channel or band level result in white spaces of successive variable size blocks alternating between white space and primary user spectrum \cite{26}. Contiguous white space spectrum is expected to be much more relevant to WSDs than white space spectrum that is fragmented. This is so because the use of a particular frequency spectrum by wireless devices is affected by how contiguous or fragmented it is \cite{26} and also currently widespread technologies, such as Wi-Fi and WiMAX, which could theoretically be directly applicable for white space networking, through adjustment in their radio frequency front-end, in order to work in the TV RF frequency bands, require a considerable amount of contiguous spectrum \cite{117}. For example, an IEEE 802.11g network, which utilises a channel bandwidth of 20 MHz, will require three consecutive 8 MHz white space channels to operate. Consequently, it can only utilise consecutive white space channels from 64 to 66, and not white space channel 68, for secondary usage in Figure 5.3. It is important to mention that there are emerging technologies capable of exploiting fragmented spectrum as a whole using carrier aggregation technology \cite{118–120}.

5.3.3 Usefulness

Another relevant white space parameter is its usefulness at a particular location. Wi-Fi devices operate in the ISM band where other devices, such as Bluetooth devices, Zigbee, microwave ovens, cordless phones, wireless cameras, and many more also operate. As a result, the band is congested in most locations \cite{26, 117} making it more and more unsuitable for Wi-Fi connection due to interference from these other devices. It is expected that places where the 2.4 GHz and 5 GHz frequencies are congested, TVWSs will be more relevant than at places where the ISM bands are lightly used. There is no question that Wi-Fi solutions work, and without a doubt, the 2.4 GHz band
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has contributed to their success [121]. Therefore, places where the 2.4 GHz and/or 5GHz frequencies are lightly used, there will be less competition for the white spaces because Wi-Fi and other wireless devises will still find it convenient to use the 2.4 GHz frequencies, as they are unlicensed and free.

5.3.4 Diversity of TVWS

The availability of TVWSs with these relevant characteristics of quantity, quality, contiguousness will correspondingly attract TVWS demands from diverse players with different power requirements and network channel-bandwidths. Consequently, diverse TVWS spectrum will be more valuable than white space spectrum that is homogeneous as it will serve diverse white space spectrum users. Availability of many white space providers at a particular white space location is expected to result in diverse white space spectrum availability with varying degrees of quantity and quality at that location. This variety would serve white spectrum users with different power and network channel-bandwidths requirements.

The next section provides a background to topology reduction and discusses the approaches used to achieve it.

5.4 Topology reduction and approaches

The objectives of topology control techniques are two-fold: to improve the energy efficiency and battery lifetime of networks and to reduce packet collisions, protocol overhead, and interference, by means of a better control over the network connections and
redundancy, without affecting important network performance, such as connectivity and throughput. In general, these objectives can be achieved through three main mechanisms: power control technique, power mode mechanism and hierarchical formation technique.

In the power control technique, the communication range of wireless nodes is controlled by modifying the transmission power parameter of the nodes in the network. This method enables the network nodes to improve the management of their neighbourhood size, interference level, power consumption and connectivity [122]. In power mode mechanism, the node activity is controlled by switching between active and sleep operation modes to dispense with redundant nodes and still achieve the desired connectivity [110]. The main idea of the algorithms using these first two mechanisms is to produce a connected topology by connecting each node with the smallest necessary set of neighbours, and with the minimum transmission power possible [123]. These first two techniques are the main options for flat networks where all nodes have essentially the same role [114, 124], i.e., a homogeneous infrastructure.

Controlling the transmission power of the nodes or their activities, only reduces the network topology to help save energy but the approach does not prevent the transmission of redundant information when several nodes are close to each other, and may not simplify the network topology enough for scalability [123]. The hierarchical formation technique addresses the scalability problem. In the hierarchical formation technique, a reduced subset of the nodes in a network is selected and given more responsibilities on behalf of a simplified and reduced functionality for the majority of the nodes [123]. This approach greatly simplifies the network topology and saves additional energy by assigning useful functions, such as information aggregation and filtering, and routing and message forwarding, to the reduced subset of the nodes [123]. A hierarchical topology can be constructed by using either a backbone network or a cluster-based network. The main goal of the backbone-based techniques is to find a connected subset of nodes in a network that guarantees connectivity by allowing every other node in the network to reach at least one node on the backbone in a direct way [123]. A communication backbone can be created by selecting nodes that form a connected dominating set (CDS). From graph theory, a CDS of a graph is a connected subset in which all other nodes that do not belong to that subset have at least one adjacent neighbour inside the subset. Advantages of this CDS-based topology control are collisions control, protocol overhead control and energy consumption reduction, efficient network organization and scalability improvement [110].

The synergy that exists between social network analysis and ad-hoc networking has been
utilised by researches to design more efficient network routing protocols [125] by borrowing some concepts used there and applying them in computer networks. Specifically, they have used the concept of centrality measure from social network analysis to identify the most important nodes in a network during the topology process control. In the same way, this work uses the concept of centrality measure to identify the most important mesh network nodes that can be included in both sparse network topology and hierarchical backbone network topology, based on the three centrality measure metrics during the network design phase.

5.5 Background on the centrality measure

Social network analysts have developed centrality as one of the most useful mathematical measures to capture the structural properties of social relationships [110]. A centrality measure helps to identify the most important actors within a graph that represents any physical network [111]. The measure is based mainly on the degrees of the vertices or on the geodesic distances between them [125]. By definition, the geodesic path between any two nodes is the path with the shortest distance. A discussion of the three important centrality measure metrics; degree centrality, closeness centrality and betweenness centrality, follows.

Degree centrality is defined as the number of edges (links) attached to a vertex (node) [126]. In a wireless mesh network (WMN) the degree centrality of a mesh station is viewed as the number of one-hop neighbours with which it has a communication link. The magnitude of degree centrality is partly a function of the size of the network on which it is calculated [126] and in order to be a measure independent of the network size, the degree centrality is scaled by the number of nodes in the network [110]. Therefore, the degree centrality $D_{ci}$ of a node $i$ in a network graph with $N$ number of nodes is computed as follows [126]:

$$D_{ci} = \frac{\sum_{j=1}^{N} x_{ij}}{N-1}$$

(5.1)

where $x_{ij} = 1$ if there is a link between node $i$ and node $j$ and $x_{ij} = 0$ otherwise.

$D_{ci}$ is large if node $i$ has many one-hop neighbours with which it has communication links and small if node $i$ has few one-hop neighbours with which it has communication links. $D_{ci} = 0$ for a node that has no one-hop neighbour with which it has a communication link.

Closeness centrality identifies nodes that spread messages in a shorter time than others do [126]. Actors with high closeness centrality can communicate their ideas faster than...
actors with lower closeness centrality in social network analysis [111]. The geodesic path is used to obtain the closeness centrality measure and the distance can be measured in terms of the number of hops and delays [125]. Therefore, for a connected graph, the closeness centrality $C_{c_i}$ of a node $i$ in a network graph with $N$ number of nodes is computed as [127, 128]:

$$C_{c_i} = \frac{N - 1}{\sum_{j \neq i} d_{ij}}$$

(5.2)

where $N$ is the number of nodes in the network, $i \neq j$ and $d_{ij}$ is the geodesic distance between nodes $i$ and $j$.

The equation is valid only for a connected graph. In an unconnected graph, every point is at an infinite distance from at least one other point [126] in terms of closeness centrality, i.e., $C_{c_i} = \infty$ for all $j$.

Betweenness centrality measures the frequency with which a node falls between pairs of other nodes on the geodesic paths connecting them [126]. It is a measure of the extent to which a node has control over communications, connections and information flows between other nodes. Consequently, nodes with high betweenness centrality dominate this control [110]. The betweenness centrality $B_{c_i}$ of a node $i$ in a network graph with $N$ number of nodes is computed as [110, 126]:

$$B_{c_i} = \sum_{j \neq i} \sum_{k \neq i} \frac{g_{jk}(i)}{g_{jk}}$$

(5.3)

where $i \neq j \neq k$, $g_{jk}$ is the total number of geodesic paths between node $j$ and $k$, and $g_{jk}(i)$ is the number of geodesic paths between node $j$ and $k$ that pass through node $i$.

### 5.6 Some related work

Discussion of some recent work done on improving the performance of wireless ad-hoc networks using social network analysis concepts follows.

Cuzzocrea, et al. in [129] propose a topology control algorithm for WSNs based on edge betweenness centrality. The edge betweenness metric is used to identify the most relevant links between nodes with regard to energy consumption. The proposal aims at selecting a set of logical neighbours for each node that minimizes energy consumption and fulfills QoS requirements [110].

http://etd.uwc.ac.za/
Stai, et al. in [130] and Verma, et al. in [131] apply the small world property to reduce the average path length of a network. The basic idea of their proposals is to modify the physical topology of the network based on the social features of the underlying graph [110]. The small world property is achieved either by aggregation of long-ranged links [131] or by a combination of rewiring, deletion and/or addition of links [130].

Kas, et al. [132], apply social network analysis metrics to detect critical nodes in a WMN. The authors show the importance of network nodes with the highest centrality measure by simulating how network reliability substantially degrades when the network nodes are attacked. The simulations show that nodes with high betweenness centrality exhibit a greater impact on a network than nodes with a high degree of closeness centrality.

SimBet [133], a routing protocol designed for delay-tolerant Mobile Ad-Hoc Networks (MANETs), uses two social network analysis metrics; centrality measure and similarity measure for message forwarding decisions. The betweenness metric that determines the centrality measure is used to identify more suitable bridge nodes, and the similarity measure is used to find nodes that are closest to the destination neighbourhood [110]. The authors use a utility function that not only combines the centrality and similarity utilities but also allows to adjust the relative importance of each in relation to the other.

While algorithms based on power control, power mode mechanism control, hierarchical formation mechanism and those based on centrality metrics are designed for application in physical networks, the designs proposed in this study are for pre-designing a topology off-line before it is replicated in reality. These designs have been developed to guide network engineers, during network feasibility studies performed in white space frequencies, in selecting the most relevant performance metrics to adopt in the actual implementation process. Characteristics of the terrain, the radio spectrum, and other variables, that may affect the actual communication between nodes, once the network is deployed, have been taken into account in the designs. A topology reduction algorithm has been developed for use in the design of flat networks where all nodes have essentially the same role, and a utility function has also been developed that can be applied to the reduced network design to generate a hierarchical backbone topology design using the combination of the three metrics that determine the centrality measure. The next section discusses these designs.

5.7 Network optimization function

The network design consists of finding a network configuration expressed by the graph $\mathcal{G} = (\mathcal{N}, \mathcal{L})$ where $\mathcal{N}$ is the set of nodes while $\mathcal{L}$ is the set of links connecting the nodes.
with the objective of optimizing an objective function representing a penalty to be minimized or a profit/reward to be gained. In this work, two profit/reward functions are considered and their combination, as a third metric, is also considered, to guide the design process. These include i) a traditional network engineering profit function $P_t(G)$ combining reliability and QoS features, which are based on three centrality metric measures; node degree, link margin that determines the connectedness centrality and the Euclidean distance determining the closeness centrality ii) a white space-aware network engineering function $P_w(G)$ that combines the quality, quantity, diversity and usefulness of white spaces found on node locations, to form a reward metric and iii) a combination of both $P_t(G)$ and $P_w(G)$ as a mixed metric that caters for both the network engineering efficiency and the white space awareness.

5.7.1 Traditional network engineering design

This model uses a profit function $P_t(G)$ expressed as follows:

$$P_t(G) = \sum_{i \in N} P_t(i) \tag{5.4}$$

$$P_t(i) = \alpha \cdot Dc_i + \beta \cdot Ccn_i + \gamma \cdot Cc_i \tag{5.5}$$

where, $\alpha$, $\beta$ and $\gamma$ are coefficients of proportionality used to express the preference for a given centrality metric measure. A high value of one of the coefficients reveals a preference for the corresponding centrality metric measure, e.g., assigning a high value to $\alpha$ expresses a preference for the node degree centrality measure in the design process. The profit $P(i)$ expresses the resultant centrality measure of node $i \in N$ to be part of a backbone. The profit function depends on a weighted combination of different routing metrics. These may include traditionally used network engineering metrics and white space-aware metrics. Three of the traditional network engineering metrics are explained below.

1. **Node degree**: The node $i$ of degree centrality $Dc_i$ is considered as a metric that determines the centrality measure of a node to be part of a backbone or not, and preference is given to nodes with higher node degree centrality over nodes with lower node degree centrality. Nodes with higher node degree centrality lead to reduced network topology for the backbone network, which is preferred. The equation for computing the degree centrality is given in Section 5.5.

2. **Link margin**: Links with high link margins are better for communication than links with low link margins. Furthermore, nodes whose corresponding links have small differences in link margins are better for communication than nodes whose
corresponding links have big differences in link margins. Therefore, to know which
nodes are well connected, the link margin of each node is considered as the coef-
ficient of variation corresponding to the link margins of all the links connected to
the node. For a node $i$, the coefficient $lm(i)$ of variation is calculated as follows;

$$lm(i) = \frac{Avg_{lm}(i, x)}{Std_{lm}(i, x)} \quad \forall \quad x : (x) \subset L$$  \hspace{1cm} (5.6)$$

where, $Avg_{lm}(i, x)$ and $Std_{lm}(i, x)$ are the mean and the standard deviation of the
link margins of the links connected to the underlying node, respectively. A high
numerator makes a node better, and the denominator supports the idea that large
differences in link margins of the links connected to node $i$ make the node less
efficient in communication. Using the coefficient of variation $lm(i)$ of a node $i$, a
connectedness centrality $Ccn_i$ of a node is defined as;

$$Ccn_i = \frac{lm(i)}{N-1}$$  \hspace{1cm} (5.7)$$

where $N$ is the number of nodes in the network graph.

Note that the connectedness centrality equation is directly related to the node
degree centrality equation in Section 5.5. Nodes with a higher connectedness
centrality measure are more likely to be part of the backbone than nodes with a
lower connectedness centrality measure.

3. **Average shortest path:** This is the average distance from a node $i$ to all
other nodes using the Dijkstra’s shortest path algorithm given by Equation 5.8
and denoted by $sp(i)$.

$$sp(i) = Avg_{sp}(i, x) \quad \forall \quad x : (i, x) \in L$$  \hspace{1cm} (5.8)$$

The link lengths are considered to be Euclidean distances separating the connected
nodes. Nodes with lower average shortest paths are more likely to be part of a
backbone than nodes with higher average shortest paths. Using the concept of
godesic path to obtain the closeness centrality measure as discussed in Section
5.5, the closeness centrality $Cc_i$ for node $i$ is computed as;

$$Cc_i = \frac{N - 1}{sp(i)}$$  \hspace{1cm} (5.9)$$

where $N$ is the number of nodes in the network graph.

Note that this equation is an adaptation of Equation 5.2. Nodes with a higher
closeness centrality measure are more likely to be included as part of the backbone
network topology than nodes with a lower closeness centrality measure.
5.7.2 White space-aware network engineering design

The white space-aware design is based on the reward function $P_w(\mathcal{G})$ described by:

\begin{align}
P_w(\mathcal{G}) &= \sum_{i \in \mathcal{N}} P_w(i) \\
P_w(i) &= \alpha_w * QTY_i + \beta_w * QLY_i + \gamma_w * DVY_i
\end{align}

(5.10) (5.11)

where, $\alpha_w$, $\beta_w$ and $\gamma_w$ are coefficients of proportionality used to express the preference for a given white space parameter.

White space engineering metrics are network engineering metrics that build on the availability of white spaces on nodes that form a link. They include the white space quantity, quality, diversity and usefulness metrics as explained below.

1. **White space quantity**: The white space quantity on node $i$, expressed by $QTY_i$ is considered as a metric that determines the number of white space channels found at node $i$. Nodes with a higher white space quantity will lead to higher throughput during traffic engineering, than nodes with a lower white space quantity, which is preferred. The white space quantity is given by:

$$QTY_i = \sum_{k \in \mathcal{C}} Ch(k)$$

(5.12)

where $\mathcal{C}$ is the set of white space channels in the UHF frequency band.

2. **White space quality**: The quality of the available white spaces on a location/node $i$ depends on the contiguity of the white space channels at that location. A white space quality evaluation, where a score of 1 is assigned to each two consecutive white space channels, was considered. The white space quality is expressed as:

$$QLY_i = \sum_{k \in \mathcal{C}} B_{nd}(k)$$

(5.13)

where $B_{nd}(k) \in \{1, 0\}$ is a boolean function set to 1 when channel $k$ is contiguous with another channel and 0 otherwise. Note that the white space quality is related to the potential of channel bonding provided by a network design.

3. **White space diversity**: This is a measure of the diversity of providers that can be found at a location $i$. It is expressed by:

$$DVY_i = \sum_{k \in \mathcal{P}_u} k$$

(5.14)
where $P_u$ is the set of service providers (primary users) and $k \in \{1, 0\}$.

### 5.8 Sparse network topology design

The sparse network topology design consists of finding a network configuration that maximizes/minimizes a network optimization function (a reward to be maximized or a penalty to be minimized) subject to QoS constraints, expressed in terms of expected throughput by setting a link margin threshold, and reliability by setting a minimum requirement on the path multiplicity, to enable alternative path routing when an active path has failed. Mathematically formulated, this consists of finding a network configuration $C_{opt}$ derived from the graph $G = (N, L)$ such that

$$
\hat{\tau}_{opt}(C_{opt}) = \max_{C_n \in G} \sum_{k \in N[C_n]} P(k) \quad (5.15)
$$

Subject to

1. \( \tau_{lm}(x, y) > \tau_{lm} \quad \forall \ x, y \in C_{opt} \) \hfill (5.15.1)
2. \( k_{sp}(x, y) > \tau_{sp} \quad \forall \ x, y \in C_{opt} \) \hfill (5.15.2)

where $N(X)$ is the set of nodes in the configuration $X$. Note that constraints 5.15.1 and 5.15.2 express the QoS in terms of link margin and reliability respectively.

#### 5.8.1 Sparse network topology design algorithm

A Link-Based Topology Reduction (LTR) algorithm (Algorithm 7) is designed to reduce a dense mesh network topology into a sparse mesh network topology. The objectives of the algorithm are i) to improve the quality of the links by retaining the links of high margin and pruning those of low margin and ii) to maintain the reliability of a network at a predefined level. In order to design fault-tolerant networks, the algorithm uses the K-Shortest Path (K-SP) algorithm in [134] to compute k-shortest paths between source-destination pairs where $k > 1$. Links that provide k-disjoint shortest paths from each node to the network sinks are considered and included in a sparse network. The algorithm first marks all the links in a network as non-visited and loops over each one of them. During each iteration, the link with the lowest link margin is artificially deleted. After the link is artificially deleted, then the K-SP algorithm is run to check if the network is still k-connected. If the network is still k-connected, the link is removed permanently, i.e., the link will not be included in the sparse network topology. If the network is no longer k-connected, the algorithm backtracks to the previous iteration and tries a different path.

---

[108x784]
Algorithm 7: LTR algorithm

mark all links in dense mesh network as non-visited;
for each non-visited link of the network do
select worst non-visited link of the network; // i.e. link with lowest link margin.
artificially delete the link;
run the K-shortest path to detect if the network is still k-connected; // it is k-connected if you can find k-disjoint shortest paths for each source-destination pair of the reduced network.
if it is k-connected then
remove the link permanently;
else
leave the link and mark it as visited;
end

network is not k-connected after artificially removing the link, the link is left, and marked as visited.

5.9 Hierarchical backbone network topology design

The backbone design consists of finding a network configuration that maximizes the reward function subject to similar QoS constraints as those in the sparse network design, but with the objective of partitioning the network into two sets: a dominating set, which forms the backbone, and a dominated set, which forms the edge of the network. Mathematically formulated, the design process consists of finding a network configuration $C_{opt}$ derived from the graph $G = (N, L)$ such that $N$ is divided into a dominating set $\hat{N}$ and a dominated set $\check{N}$, and the design objective is achieved and its constraints are met.

$$\hat{\tau}_{opt}(C_{opt}) = \max_{C_n \in G} \sum_{k \in N[C_n]} P(k) \quad (5.16)$$

Subject to

(5.16.1) $l_{mg}(x, y) > \tau_{lm} \ \forall \ x, y \in C_{opt}$
(5.16.2) $k_{sp}(x, y) > \tau_{sp} \ \forall \ x, y \in C_{opt}$
(5.16.3) $\forall n \in C_{opt}: n \in \hat{N} \lor \exists m \in \check{N}: (n, m) \in L$
(5.16.4) $N = \emptyset \land \hat{N} \cap \check{N} = \hat{N} \cup \check{N}$

where $N(X)$ is the set of nodes in the configuration $X$. Note that constraints 5.16.1 and 5.16.2 express the QoS in terms of link margin and reliability respectively while constraints 5.16.3 and 5.16.4 represent the topology control model in terms of backbone connectivity based on the k-dominated set model [135–137].
5.9.1 Backbone network design algorithm

The algorithm for creating a hierarchical backbone network topology is provided by Algorithm 8. It uses a graph colouring approach, where the nodes of the network are initially assigned a white colour and thereafter changed to black or gray depending on whether they have qualified for backbone or edge status.

**Algorithm 8: Backbone formation**

1. Initialisation.
   - Assign a white colour to all nodes of the network,
   - Select a node $n$ from White whose profit/reward is highest,
   - $Backbone \leftarrow \{n\}$,
   - $Grey \leftarrow$ all neighbours of $n$,
   - $White \leftarrow N \setminus (\{n\} \cup Grey)$.

2. Select a node $k$ from Grey whose profit/reward is highest,
   - Include $k$ into the $Backbone$,
   - Assign a black color to $k$,
   - Remove $k$ and its neighbours from $White$,
   - Include the neighbours of $k$ in $Grey$.

3. Repeat Step 2 whenever $White \neq \emptyset$.

The algorithm returns a network configuration where the backbone nodes are coloured black and the edge nodes are coloured gray.

5.10 Performance evaluation

A range of experiments were conducted to evaluate the performance of these designs. The network engineering process in Figure 5.4 was followed to evaluate these designs, where the mesh network design process was initiated by the collection of the GPS coordinates of the node positions of the network. Building upon the elevation map of an area, the Radio Mobile network planning tool [109] was used to produce the feasible links of the targeted mesh network. Then Algorithm 7 for generating a sparse network topology design, was run on the network report produced by Radio Mobile network planning tool, to map the targeted dense mesh network into a sparse network. The final step of the network engineering process consisted of deriving a hierarchical backbone-based topology from the sparse network topology using Algorithm 8 for generating the backbone network.

The experiments for this study focused on using the discovered sparse network topology to evaluate the engineering efficiency achieved by considering three different routing metrics on the network topology 1) the link length in kilometres; 2) the hop count by setting the same weight on all links of the network and; 3) the link margin found on
These experiments focused on evaluating 1) the impact of the hierarchical backbone-based topology compared to flat mesh network topology; 2) the impact of the centrality metrics on the backbone size; 3) the impact of white space parameters on the backbone size.

5.10.1 Flat network topology reduction

The public safety mesh network design connecting police stations in Cape Town, South Africa, depicted in Figure 5.1, was used in the performance evaluation. 42 police stations, shown in Table 5.1 were considered. Their GPS positions were provided in Chapter 3. A Python code implementation of the LTR Algorithm 7 was run on the network report produced by the Radio Mobile network planning tool, to map the dense mesh network in Figure 5.1, onto a sparse network topology. First, the GPS coordinates of each node in Table 5.1 were transformed into 2-dimensional Cartesian coordinates. These coordinates were used to compute the Euclidean distances separating the nodes, before running the LTR algorithm. During the reduction process, links which provided two disjoint shortest paths from each node to the network sink were considered and included in the sparse network topology. Node 0 (Bellville) was considered as the sink. The reduced network topology is shown in Figure 5.5 and Table 5.2 shows the links in the reduced network topology.
Table 5.1: Backbone network topology nodes and links

<table>
<thead>
<tr>
<th>Node</th>
<th>Name</th>
<th>Node</th>
<th>Name</th>
<th>Node</th>
<th>Name</th>
<th>Node</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Bellville</td>
<td>1</td>
<td>Nyanga</td>
<td>2</td>
<td>SAAPE-Int Airport</td>
<td>3</td>
<td>Bellville South</td>
</tr>
<tr>
<td>4</td>
<td>Philippi</td>
<td>5</td>
<td>Matland</td>
<td>6</td>
<td>Parow</td>
<td>7</td>
<td>Lansdowne</td>
</tr>
<tr>
<td>8</td>
<td>Rondebosch</td>
<td>9</td>
<td>Kuilsrivier</td>
<td>10</td>
<td>Wynberg</td>
<td>11</td>
<td>Sea Point</td>
</tr>
<tr>
<td>12</td>
<td>Pinelands</td>
<td>13</td>
<td>Cape Town Central</td>
<td>14</td>
<td>Table Bay Harbour</td>
<td>15</td>
<td>Table Bay Harbour</td>
</tr>
<tr>
<td>16</td>
<td>Mowbray</td>
<td>17</td>
<td>Ravensmead</td>
<td>18</td>
<td>Goodwood</td>
<td>19</td>
<td>Pinelands</td>
</tr>
<tr>
<td>20</td>
<td>Port of Roty</td>
<td>21</td>
<td>Kensington</td>
<td>22</td>
<td>Athlone</td>
<td>23</td>
<td>Woodstock</td>
</tr>
<tr>
<td>24</td>
<td>Pietermaritzburg</td>
<td>25</td>
<td>Bellville</td>
<td>26</td>
<td>Brackenfell</td>
<td>27</td>
<td>Woodstock</td>
</tr>
<tr>
<td>28</td>
<td>Guguletu</td>
<td>29</td>
<td>Durbanville</td>
<td>30</td>
<td>Brackenfell</td>
<td>31</td>
<td>Woodstock</td>
</tr>
<tr>
<td>32</td>
<td>Mitchells Plain</td>
<td>33</td>
<td>Khayelitsha</td>
<td>34</td>
<td>Milnawi</td>
<td>35</td>
<td>Langleluka West</td>
</tr>
<tr>
<td>36</td>
<td>Diepgras</td>
<td>37</td>
<td>Khayelitsha</td>
<td>38</td>
<td>Harare</td>
<td>39</td>
<td>Langleluka West</td>
</tr>
<tr>
<td>40</td>
<td>Steenberg</td>
<td>41</td>
<td>Kirstenhof</td>
<td>42</td>
<td>Grassy Park</td>
<td>43</td>
<td>Steenberg</td>
</tr>
</tbody>
</table>

Figure 5.5: Reduced sparse network topology

Table 5.2: Non-symmetric links in the sparse network topology

<table>
<thead>
<tr>
<th>Sparse network topology links</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,0), (0,2), (0,3), (0,4), (0,5), (0,6), (0,7), (0,8), (0,9), (0,10), (11,0), (0,12), (0,13), (0,14), (0,15), (0,16), (0,17), (0,18), (19,0), (0,20), (0,21), (0,22), (0,23), (24,0), (0,25), (0,26), (0,27), (0,30), (0,35), (2,4), (3,26), (15,5), (9,7), (38,7), (39,7), (8,26), (10,14), (12,16), (12,20), (12,20), (12,14), (15,29), (32,15), (33,15), (15,34), (19,17), (19,11), (19,23), (1,22), (26,22), (30,22), (24,20), (25,29), (26,27), (0,28), (28,6), (28,7), (15,28), (18,28), (25,28), (0,31), (31,21), (32,0), (32,37), (33,0), (14,34), (31,35), (37,35), (0,36), (9,36), (36,40), (31,38), (0,39), (39,40), (0,41), (39,41)</td>
</tr>
</tbody>
</table>
5.10.1.1 Sparse network topology reliability using the link length

The reliability of the computation was evaluated by looking at the number of disjoint shortest paths computed by considering the sparse network topology with the link length as a routing metric. The algorithm described in Section 5.8 Subsection 5.8.1 was used to compute the disjoint paths for each node of the sparse topology. The number of disjoint paths from a node to all the other nodes of the sparse network is referred to as the disjoint path multiplicity (DPM) for that node. The following performance metrics were considered.

1. The Average number of disjoint shortest paths per source-destination pair. Each node was set as the sink and the number of disjoint shortest paths from any node to the sink was calculated. These values were averaged for each sink, and were evaluated.

2. The variation of the number of shortest paths per source-destination pair. Each node was allowed to be a sink and the standard deviation of the number of shortest paths to the sink from each node of the network was evaluated.

3. The maximum number of shortest paths per source-destination pair. To determine the likelihood of a node being a sink, the metric that shows the node which most nodes can reach using the most alternatives, was evaluated.

Figure 5.6 shows that node 1 (Nyanga) is the node most likely to be a sink since it has the highest average number of disjoint shortest paths, while node 29 (Durbanville) is the least likely. Figure 5.7 shows that when node 30 (Brackenfell) is chosen to be the sink, the number of shortest paths from each node to it is least variable. However, choosing node 0 (Bellville), the number of shortest paths from each node is the most variable. Figure 5.8 confirms that node 1 (Nyanga) is most likely to be a sink but reveals that when node 30 (Brackenfell) is the sink, the number of shortest paths from each node is the shortest.

5.10.2 Hierarchical backbone formation

A Python code implementation of Algorithm 8 was run on the network report for the sparse network topology depicted in Figure 5.5, to introduce a hierarchical backbone network topology. Using the coefficient parameters in Equation 5.5 set as $\alpha = \beta = \gamma = 10$, the hierarchical backbone network topology produced is shown in Figure 5.9, and Table 5.3 shows the nodes making up the backbone network topology.
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**Figure 5.6:** Average DPM

**Figure 5.7:** DPM Variance
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Figure 5.8: Maximum DPM

Figure 5.9: Hierarchical backbone network topology
Table 5.3: Backbone network topology nodes and links using traditional parameters

<table>
<thead>
<tr>
<th>Backbone nodes</th>
<th>Backbone links</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 19, 15, 28, 12, 22, 26, 20, 3, 17, 10, 35, 31, 7, 14, 25, 36</td>
<td>(0,19), (15,28), (28,12), (12,22), (22,26), (26,20), (20,3), (3,17), (17,10), (10,35), (35,31), (31,7), (7,14), (14,25), (25,36)</td>
</tr>
</tbody>
</table>

5.10.2.1 Impact of backbone design on network performance

Table 5.4 shows the main properties of the backbone network that was formed and the associated sparse network. The average node degree and the coefficient of the link margin variation for the backbone are greater than those of the sparse network. This is because a node with the highest degree or coefficient of variation is most likely to be chosen as a backbone node, according to the Algorithm 8. However, the table shows that the average shortest path for the backbone network is smaller than the sparse network. This is because the nodes closest to many of the nodes in the network are also likely to be chosen as backbone nodes, according to the Algorithm 8. The table reveals the advantage of using a backbone model, by showing links with better quality, in terms of link margin and a higher node degree, representing the potential for finding alternative paths for the traffic when a link/node fails. However, this is balanced by the path multiplicity which is 1 because all the edge nodes are directly connected to the cluster heads, thus offering a single path for the edge nodes while a flat network has the potential for building 2 paths for the edge network.

Table 5.4: Backbone network topology vs sparse network topology

<table>
<thead>
<tr>
<th>Network performance</th>
<th>Reduced network</th>
<th>Backbone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node degree</td>
<td>3.81</td>
<td>4.03</td>
</tr>
<tr>
<td>Degree centrality</td>
<td>0.09</td>
<td>0.10</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>2.83</td>
<td>3.86</td>
</tr>
<tr>
<td>Connectedness centrality</td>
<td>0.07</td>
<td>0.09</td>
</tr>
<tr>
<td>Shortest distance (km)</td>
<td>12.88</td>
<td>12.31</td>
</tr>
<tr>
<td>Closeness centrality (km)</td>
<td>3.18</td>
<td>3.33</td>
</tr>
<tr>
<td>Path multiplicity</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

5.10.2.2 Impact of the design parameters on the backbone size

Here, the effect of parameters on the size of the backbone is studied. In each case, two parameter were fixed as the third parameter was changing from 0 to 100. Figure 5.10 shows how the size of the backbone network changed by varying the node degree. The figure shows that the size of the backbone varied but generally approached the convergent point (10 nodes) as the node degree increased.
Figure 5.10: Impact of $\alpha$ on backbone size

Figure 5.11: Impact of $\beta$ on backbone size

Figure 5.11 shows how the link margin parameter affected the size of the backbone. In a similar way to the trend shown by Figure 5.10, the network backbone size also decreased and converged to a point. However, for link margin parameters, the decrease is slower than for node degree, and hence the size of the backbone converged to a higher number of nodes.
Considering the effect of the shortest distance between nodes, Figure 5.12 shows a different trend. The size of backbone increased in general until it reached a maximum. The conclusions drawn from the three graphs depicting the impact of the design parameters on the backbone size are as follows: the backbone size is affected by a change in each of the three parameters; the node degree has the greatest positive influence on the backbone size: the higher the node degree the smaller the backbone size. This situation allows the network to scale while keeping the size of the backbone constant and small.

5.10.3 Effect of white space based parameters

In this section, the effect of white space related observables are discussed. The values were set as shown in the Table 5.5. As the table shows, some coefficients were fixed to particular values and one of them was assumed to take different values which were normally distributed with a mean of 5 and a standard deviation of 10 (denoted as $\mathcal{N} \sim (5, 10)$).

Figures 5.13 to 5.15 show the variation of the backbone size as the white space related parameters had their coefficients increased. Figure 5.13 shows the effect of the white space quantity weighting. It reveals that when the weight was negative, i.e., negative $\beta_w$, the backbone size decreased stochastically up to 6 nodes. After the value zero, the backbone size increased quickly and converged to a stable figure when the coefficient
Table 5.5: Table of values

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Case 5</th>
<th>Case 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$N \sim (5, 10)$</td>
<td>$N \sim (5, 10)$</td>
<td>1</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>$N \sim (5, 10)$</td>
</tr>
<tr>
<td>$\alpha_w$</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>1</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>$N \sim (5, 10)$</td>
</tr>
<tr>
<td>$\beta_w$</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>1</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>$N \sim (5, 10)$</td>
</tr>
<tr>
<td>$\lambda_w$</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>1</td>
<td>1</td>
<td>$N \sim (5, 10)$</td>
<td>$N \sim (5, 10)$</td>
</tr>
</tbody>
</table>

Figure 5.13: Impact of $\alpha_w$ on backbone size

Figure 5.14 shows the effect of weighting the quality of the white spaces. It shows almost the same trends as shown in Figure 5.13 for the white space quantity weighting. The smallest backbone size is achieved when the coefficient of white space quality is around 0. Similar to the effect of preference for the coefficient of white space quantity, preference for the coefficient of white space quality does not produce a small backbone size, which is desirable.

Figure 5.15 shows the effect of changing the coefficient on the white space diversity. Unlike the other coefficients, preference for the coefficient of white space diversity produces a small backbone, and the suitable value of the coefficient is 3. When the coefficient value is 3, the backbone size is 6 and does not change with increasing values of the coefficient.

Figures 5.16 to 5.18 show the case where only the white space parameters were considered to create a backbone network. The trends are similar to the ones when both the
coefficients of traditional network parameters and white space parameters were considered. Figures 5.16 and 5.17 show almost the same trend. In both cases, the backbone size was smallest when the coefficient were close to 0, and preference for both coefficients increased the backbone size, which is not desirable. Figure 5.18 shows the same
Figure 5.16: Impact of $\alpha_w$ on backbone size

Figure 5.17: Impact of $\beta_w$ on backbone size

trend as Figure 5.15, i.e., preference for the coefficient of white space diversity produced small backbone size. The smallest backbone size is achieved when the coefficient value negative and close to 0 and any increase in the value of the coefficient does not change the backbone size.
5.11 Chapter summary

In this chapter, design challenges that are expected to be met when designing mesh networks using opportunistic access to the white space spectrum, were explored and discussed. Dense network topology was highlighted as one of the design challenges that network planners and designers in white space frequencies will face, and the work in this chapter focused on addressing this challenge. A Link-based topology reduction algorithm has been developed to reduce a dense mesh network topology network, designed in white space frequencies, to a sparse mesh network topology; and a network optimization function, based on three metrics that determine the centrality measure of a node in a network graph, a concept borrowed from social network analysis, has been developed to generate a hierarchical backbone-based network topology from the sparse network topology. A performance evaluation on the designs was carried out and the results show that these designs can guide a network engineer to select the most relevant performance metrics, during a network feasibility study aimed at guiding the implementation process.

The next chapter summarise the thesis and discusses future research to follow the research work that has been done in this project.
Chapter 6

Conclusion and recommendations

6.1 Summary of the work

The aim of this thesis was to investigate and design a novel distributed network architecture for TV white space detection that is well adapted to Africa and the other parts of the developing world, where white space frequency usage is different from that in countries of the developed world. The background to the investigation was presented in Chapter 1 and it was motivated in Chapter 2 by the review of the related literature. The investigation and design of the framework was presented in Chapter 3. A cooperative spectrum sensing based network architecture for TVWS detection, based on real-time spectrum sensing data was designed. The framework does not use propagation models like those used in geo-location database based model, for detecting TVWS. The design choices incorporated in the architecture were documented, verified and validated in the same chapter. The verification and validation were performed through experimental measurements and simulations.

Following the design of the framework, the research focused on investigating a suitable mechanism for sharing/allocating the white space spectrum among potential white space users. A spectrum sharing/trading mechanism for short-time leasing of the TV white spaces was investigated and designed in Chapter 4. Its verification and validation were done through simulations and were presented in the same chapter. The background and motivation for this investigation was presented in Chapter 2.

The research also investigated the design of a mesh network in white space frequencies, which led to the development of a sparse network topology reduction algorithm and a novel network optimization function for creating a hierarchical backbone network topology in mesh networks designed in white space frequencies. Both the sparse network
topology reduction algorithm and the network optimization function were developed to guide network engineers during a network feasibility study done in TVWS frequencies, to select the most relevant performance metrics in the actual implementation process. The motivation for the development of these algorithms was presented in Chapter 5, and their verification and validation, done through simulations, were presented in the same chapter.

6.2 Revisiting the research aims

In Chapter 1 Section 1.10, it was stated that the aims of this research were three-fold: firstly, the research was aiming at investigating a white space network detection framework based on cooperative spectrum sensing; secondly, the research aimed at investigating a suitable spectrum sharing/trading mechanism for the short-term leasing of the TVWSs to potential white space users; and finally, the research aimed to investigate the design of a white space-aware network in white space frequencies. Each of the aims had been addressed by the end of the research.

6.2.1 White space network detection framework

A cooperative spectrum sensing-based framework for TVWS detection suitable for the developing world has been designed. The framework incorporates the cooperative spectrum sensing design, as a well-known proposed spectrum sensing design, for white space detection. This design mitigates the hidden terminal problem and some new proposed spectrum sensing designs for white space detection that addresses some of the very well-known spectrum sensing challenges met when used as a method for white space detection. The multi-threshold white space detection design is incorporated in the framework to mitigate the most likely result one would expect when single threshold white space detection design is used; too many false positives or too many false negatives. To mitigate further the hidden terminal problem, the framework incorporates the following designs: grouping of TV white spaces based on the threshold values used, virtual-pricing of the white spaces based on the signal strengths in the white space channels and sequential allocation of the white spaces to secondary users based on the probability that they will not cause interference to the spectrum incumbents. The framework also incorporates location clustering to reduce the implementation cost, making it more suitable for the developing world, where the cost of implementing a white space detection network could be a major factor in deciding which approach to adopt. Performance evaluation of the framework, that was done through experiments and simulations shows that the framework can detect the TVWSs accurately with minimal probability of causing interference.
to the primary users resulting from false negatives. The framework has also shown that it can detect more white spaces than existing proposals, by reducing false positives.

6.2.2 Spectrum sharing/trading mechanism

An auction mechanism design for sharing/allocating TVWSs to secondary users, that meets specific requirements for a secondary spectrum market auction, has been designed. The design mimics a similar process employed in GA to maximise the spectrum allocation. To maximise the allocation profit, the design reduces the allocation problem to a 0-1 KP. The design uses a three-stage strategy to perform the allocation of the white spaces to secondary users. The first stage is called the **pre-candidate selection**, which removes any potential secondary white space user from the auction if it is violating the rules of the auction. The second stage is called **non-interfering bidder-grouping**, which groups potential secondary white space users into non-interfering groups. This stage is performed using a non-interfering buyer grouping strategy called Interference Graph-Complement, which derives the non-interfering buyer groups from the complement of the interference graph, to allow spectrum re-usability that leads to efficient spectrum utilization. The final stage is the **spectrum allocation** to the non-interfering groups of surviving potential secondary white space users; this is done by mimicking a similar process employed in GA and reducing the allocation problem to a 0-1 KP at each recursive step. Performance evaluation, that was performed through simulations on arbitrary heterogeneous buyer networks, shows that the auction mechanism design achieves high spectrum utilization, high spectrum efficiency and generates high profits to the white space owners.

6.2.3 White space-aware network design

Simulations of network design in TVWS frequencies reveal dense network topologies because of the improved signal propagation and penetration properties of the white space frequencies. Consequently, the design of networks in white space frequencies will require topology control to reduce packet collisions, protocol overhead, and interference. A link-based topology reduction algorithm has been developed in this thesis to guide network engineers during a network feasibility study done in white space frequencies, to select the most relevant performance metrics during the actual implementation process. In addition to this, a network optimisation function has been developed to introduce hierarchical backbone network topology from the sparse network topology. The network optimisation function uses the concept of centrality measure, borrowed from social
network analysis, to identify the most important nodes to include in a backbone topology using some of the centrality measure metrics. Performance evaluation on both the topology reduction algorithm and the network optimisation function show promising results, that will assist network engineers during network feasibility studies in white space frequencies.

6.3 Summary of contributions

A cooperative sensing-based framework for TVWS detection that includes a new concept called multi-threshold detection design where more than one detection threshold is used to detect the white spaces was proposed. To the best of the author’s knowledge, the framework is the first of its kind to include multi-threshold detection design. Existing proposals use single-threshold detection design, where only one detection threshold is used to detect the white spaces. The proposed framework also includes a new concept called virtual pricing design, to rank the detected white spaces in terms of the probability to cause interference to the primary users. As a direct result of ranking the white spaces, the proposed framework includes a sequential allocation design of the white spaces to the secondary users, based on their probability to cause interference to the primary users. As far as the author’s knowledge is concerned, these two designs have never been used before in any of the existing frameworks.

The work in this research proposed a spectrum auction mechanism design, that not only meets the economic properties that are essential for any auction mechanism design for selling merchandise, but also meets the complementary requirements that are specific for the secondary spectrum market auctions. While most of the existing spectrum auction mechanism designs meet the economic properties of any auction mechanism for selling merchandise, none meets all the complementary requirements specific to secondary spectrum market auctions.

The work in this research also proposed a new non-interference buyer-grouping strategy called the Interference Graph-Complement (IG-C) strategy, which extracts the non-interference buyer groups from the complement of the interference graph. The strategy produces optimal results, i.e., it produces a minimum number of non-interfering buyer groups leading to improved spectrum re-usability.

In this research, a network topology reduction algorithm has been developed that could guide network engineers, during network feasibility studies done in white space frequencies, to select the most relevant performance metrics in the actual implementation process. In addition, a network utility function, which takes relevant parameters, specific
to white space frequencies, into consideration, has been formulated for selecting mesh network nodes to be part of a hierarchical backbone mesh network topology, which is more scalable than a flat sparse mesh network topology. To the best of the author’s knowledge, this work on network engineering in white space frequencies is the first of its kind.

### 6.4 Recommendations for future work

The work presented lays the foundation for the actual implementation of the TVWS detection network framework in one of the developing countries where it is well suited. The implementation will involve database implementation and white space resource allocation to network devices.

As far as the auction mechanism for the white space spectrum allocation is concerned, the pricing mechanisms that white space devices can adopt during the sharing of the while spaces in the auction setup were not studied. This is an area that requires further investigation to complement the auction mechanism design.

Another area for future research is to study and investigate white space network security. The security can be divided into two levels and investigated at each level: white space provider network security and white space user network security. The investigation will study the threats at both levels and the corresponding protection mechanisms.
Appendix A

Details about the measurement points and results

<table>
<thead>
<tr>
<th>ID No</th>
<th>Police Station</th>
<th>Latitude</th>
<th>Longitude</th>
<th>HAAT (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Bellville</td>
<td>-33°54'05.6&quot;</td>
<td>18°37'11.8&quot;</td>
<td>227</td>
</tr>
<tr>
<td>1</td>
<td>Bellville South</td>
<td>-33°54'55.0&quot;</td>
<td>18°38'40.3&quot;</td>
<td>27</td>
</tr>
<tr>
<td>2</td>
<td>Parow</td>
<td>-33°54'16.4&quot;</td>
<td>18°35'39.3&quot;</td>
<td>-4</td>
</tr>
<tr>
<td>3</td>
<td>Ravensmead</td>
<td>-33°55'19.3&quot;</td>
<td>18°35'45.0&quot;</td>
<td>-26</td>
</tr>
<tr>
<td>4</td>
<td>Bishop Lavis</td>
<td>-33°56'45.7&quot;</td>
<td>18°34'15.3&quot;</td>
<td>-9</td>
</tr>
<tr>
<td>5</td>
<td>Belhar</td>
<td>-33°56'48.9&quot;</td>
<td>18°38'54.9&quot;</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>Saps-CT Int Airport</td>
<td>-33°58'08.0&quot;</td>
<td>18°35'50.0&quot;</td>
<td>-7</td>
</tr>
<tr>
<td>7</td>
<td>Kuils River</td>
<td>-33°56'56.4&quot;</td>
<td>18°40'49.9&quot;</td>
<td>-11</td>
</tr>
<tr>
<td>8</td>
<td>Brackenfell</td>
<td>-33°52'17.7&quot;</td>
<td>18°40'50.7&quot;</td>
<td>-22</td>
</tr>
<tr>
<td>9</td>
<td>Goodwood</td>
<td>-33°54'32.9&quot;</td>
<td>18°33'35.2&quot;</td>
<td>-14</td>
</tr>
<tr>
<td>10</td>
<td>Elsies River</td>
<td>-33°55'27.7&quot;</td>
<td>18°33'46.5&quot;</td>
<td>-19</td>
</tr>
<tr>
<td>11</td>
<td>Delft</td>
<td>-33°58'28.6&quot;</td>
<td>18°38'24.5&quot;</td>
<td>-9</td>
</tr>
<tr>
<td>12</td>
<td>Mfuleni</td>
<td>-34°00'10.7&quot;</td>
<td>18°40'42.6&quot;</td>
<td>227</td>
</tr>
<tr>
<td>13</td>
<td>Bothasig</td>
<td>-33°51'18.6&quot;</td>
<td>18°32'36.6&quot;</td>
<td>27</td>
</tr>
<tr>
<td>14</td>
<td>Durbanville</td>
<td>-33°50'01.2&quot;</td>
<td>18°38'48.8&quot;</td>
<td>-26</td>
</tr>
<tr>
<td>15</td>
<td>Kensington</td>
<td>-33°54'33.9&quot;</td>
<td>18°30'33.4&quot;</td>
<td>-22</td>
</tr>
<tr>
<td>16</td>
<td>Milnerton</td>
<td>-33°52'32.4&quot;</td>
<td>18°30'00.1&quot;</td>
<td>-22</td>
</tr>
<tr>
<td>17</td>
<td>Nyanga</td>
<td>-33°59'20.1&quot;</td>
<td>18°34'54.3&quot;</td>
<td>-7</td>
</tr>
<tr>
<td>18</td>
<td>Langa</td>
<td>-33°56'39.1&quot;</td>
<td>18°31'27.4&quot;</td>
<td>-14</td>
</tr>
<tr>
<td>19</td>
<td>Guguletu</td>
<td>-33°58'28.8&quot;</td>
<td>18°33'42.7&quot;</td>
<td>-9</td>
</tr>
<tr>
<td>20</td>
<td>Philippi</td>
<td>-34°00'2.4&quot;</td>
<td>18°32'16.5&quot;</td>
<td>-11</td>
</tr>
<tr>
<td>21</td>
<td>Khayelitsha</td>
<td>-34°1'28.6&quot;</td>
<td>18°39'48.0&quot;</td>
<td>227</td>
</tr>
<tr>
<td>22</td>
<td>Harare</td>
<td>-34°03'06.0&quot;</td>
<td>18°40'01.4&quot;</td>
<td>27</td>
</tr>
</tbody>
</table>
Table A.2: Averaged signal power of measured channels at each police station

<table>
<thead>
<tr>
<th>ID No</th>
<th>Police Station</th>
<th>Av. Signal (dBm)</th>
<th>ID No</th>
<th>Police Station</th>
<th>Av. Signal (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Bellville</td>
<td>-91.6</td>
<td>21</td>
<td>Khayelitsha</td>
<td>-90.5</td>
</tr>
<tr>
<td>1</td>
<td>Bellville South</td>
<td>-90.5</td>
<td>22</td>
<td>Harare</td>
<td>-90.4</td>
</tr>
<tr>
<td>2</td>
<td>Parow</td>
<td>-87.4</td>
<td>23</td>
<td>Lingelthu West</td>
<td>-89.4</td>
</tr>
<tr>
<td>3</td>
<td>Ravensmead</td>
<td>-90.5</td>
<td>24</td>
<td>Mitchells Plain</td>
<td>-93.9</td>
</tr>
<tr>
<td>4</td>
<td>Bishop Lavis</td>
<td>-91.4</td>
<td>25</td>
<td>Athlone</td>
<td>-89.9</td>
</tr>
<tr>
<td>5</td>
<td>Belhar</td>
<td>-96.0</td>
<td>26</td>
<td>Pinelands</td>
<td>-92.8</td>
</tr>
<tr>
<td>6</td>
<td>Saps-CT Int Airport</td>
<td>-92.3</td>
<td>27</td>
<td>Maitland</td>
<td>-97.9</td>
</tr>
<tr>
<td>7</td>
<td>Kuils River</td>
<td>-94.4</td>
<td>28</td>
<td>Sea Point</td>
<td>-89.2</td>
</tr>
<tr>
<td>8</td>
<td>Brakenfell</td>
<td>-96.5</td>
<td>29</td>
<td>Table Bay Harbour</td>
<td>-95.4</td>
</tr>
<tr>
<td>9</td>
<td>Goodwood</td>
<td>-98.5</td>
<td>30</td>
<td>Port of Entry</td>
<td>-90.8</td>
</tr>
<tr>
<td>10</td>
<td>Eikies River</td>
<td>-92.7</td>
<td>31</td>
<td>Cape Town Central</td>
<td>-95.9</td>
</tr>
<tr>
<td>11</td>
<td>Delft</td>
<td>-90.0</td>
<td>32</td>
<td>Woodstock</td>
<td>-93.8</td>
</tr>
<tr>
<td>12</td>
<td>Milnere</td>
<td>-99.8</td>
<td>33</td>
<td>Mowbray</td>
<td>-91.1</td>
</tr>
<tr>
<td>13</td>
<td>Bothusig</td>
<td>-92.1</td>
<td>34</td>
<td>Rondebosch</td>
<td>-95.2</td>
</tr>
<tr>
<td>14</td>
<td>Durbanville</td>
<td>-94.6</td>
<td>35</td>
<td>Lansdowne</td>
<td>-89.6</td>
</tr>
<tr>
<td>15</td>
<td>Kensington</td>
<td>-85.5</td>
<td>36</td>
<td>Claremont</td>
<td>-101.1</td>
</tr>
<tr>
<td>16</td>
<td>Milnerton</td>
<td>-95.4</td>
<td>37</td>
<td>Wynberg</td>
<td>-100.3</td>
</tr>
<tr>
<td>17</td>
<td>Nyanga</td>
<td>-93.4</td>
<td>38</td>
<td>Manenberg</td>
<td>-86.7</td>
</tr>
<tr>
<td>18</td>
<td>Langa</td>
<td>-91.4</td>
<td>39</td>
<td>Diep Rivier</td>
<td>-96.7</td>
</tr>
<tr>
<td>19</td>
<td>Guguletu</td>
<td>-91.9</td>
<td>40</td>
<td>Steenberg</td>
<td>-98.8</td>
</tr>
<tr>
<td>20</td>
<td>Philippi</td>
<td>-92.8</td>
<td>41</td>
<td>Kirstenhof</td>
<td>-99.4</td>
</tr>
</tbody>
</table>
Appendix B

White spaces identified at each police station

<table>
<thead>
<tr>
<th>ID No</th>
<th>SAPS Name</th>
<th>Threshold (dBm)</th>
<th>White spaces identified</th>
<th>Total</th>
<th>Largest contiguous white space width</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Bellville</td>
<td>-101</td>
<td>65, 55, 64, 67</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>45, 54, 63, 66, 68, 69</td>
<td>13</td>
<td>8 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>43, 62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Bellville South</td>
<td>-101</td>
<td>65, 66, 68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>54, 55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Parow</td>
<td>-101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Ravensmead</td>
<td>-101</td>
<td>43-46, 54-56, 59, 62-69</td>
<td>24</td>
<td>9 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>47, 49, 51, 52, 57, 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>53</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Bishop Lavis</td>
<td>-101</td>
<td>65, 66, 68, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>43, 46, 63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Belhar</td>
<td>-101</td>
<td>46, 54, 55, 64-69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>45, 51-53</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>45, 56, 57, 63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>44, 47-49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>SAPS-CT Int Airport</td>
<td>-101</td>
<td>65, 66, 68, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>64, 67</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>43, 46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Kuilsriver</td>
<td>-101</td>
<td>43, 45, 55, 63-69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>41, 54</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>40, 49, 52, 53, 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Blackenfell</td>
<td>-101</td>
<td>41, 43, 45, 46, 54, 55, 57, 62-69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>49, 52, 53, 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>44, 51, 56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>33, 47, 59</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Appendix B. TVWSs detected through multi-detection threshold

<table>
<thead>
<tr>
<th>ID No</th>
<th>SAPS Name</th>
<th>Threshold (dBm)</th>
<th>White spaces identified</th>
<th>Total</th>
<th>Largest contiguous white space width</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Goodwood</td>
<td>-101</td>
<td>31-33, 40, 41, 44-47, 51-56, 62-69</td>
<td>36</td>
<td>9 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>23, 35, 49, 57, 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>21, 29, 58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>22, 25, 36, 48, 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Elsiesrivier</td>
<td>-101</td>
<td>64-66, 68, 69</td>
<td>14</td>
<td>8 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>55, 67</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>43, 45, 46, 49, 52, 62</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Delft</td>
<td>-101</td>
<td>0</td>
<td>1</td>
<td>1 channel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>65</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>21, 37, 57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>22, 27, 29, 58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Bothasig</td>
<td>-101</td>
<td>64, 66</td>
<td>13</td>
<td>7 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>55, 60-69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>25, 34, 56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-101</td>
<td>63, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Durbanville</td>
<td>-100</td>
<td>53, 55</td>
<td>16</td>
<td>9 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>41, 43, 45, 46, 62</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Kensington</td>
<td>-101</td>
<td>0</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Milnerton</td>
<td>-101</td>
<td>54, 55, 64-69</td>
<td>19</td>
<td>8 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>51, 56, 62</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>43, 44, 48, 49, 53, 63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>46, 47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Nyanga</td>
<td>-101</td>
<td>55, 64-68</td>
<td>13</td>
<td>7 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>43, 64, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>45, 56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>41, 44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Langa</td>
<td>-101</td>
<td>0</td>
<td>10</td>
<td>6 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>65, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>64, 66, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>64, 66, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Guguletu</td>
<td>-101</td>
<td>64, 65, 68, 69</td>
<td>10</td>
<td>3 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>46, 48</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>43, 49, 55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Philippi</td>
<td>-101</td>
<td>55, 63, 66-69</td>
<td>11</td>
<td>5 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>62, 66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>41, 44, 45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Khayelitsha</td>
<td>-101</td>
<td>0</td>
<td>2</td>
<td>1 channel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>66, 68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix B. TVWSs detected through multi-detection threshold

<table>
<thead>
<tr>
<th>ID No</th>
<th>SAPS Name</th>
<th>Threshold (dBm)</th>
<th>White spaces identified</th>
<th>Total</th>
<th>Largest contiguous white space width</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>Harare</td>
<td>-101</td>
<td>0</td>
<td>0</td>
<td>3 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>65, 66, 68, 69</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Lingelethu</td>
<td>-101</td>
<td>0</td>
<td>0</td>
<td>2 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>65, 66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>68, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Mitchels Plain</td>
<td>-101</td>
<td>55, 63-67</td>
<td>16</td>
<td>7 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>41, 43, 54, 62</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>52, 61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>44, 45, 49, 56</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Athlone</td>
<td>-101</td>
<td>0</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Pinelands</td>
<td>-101</td>
<td>64, 65, 68</td>
<td>14</td>
<td>8 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>54, 55, 61, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>13, 48, 54, 64, 66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Maitland</td>
<td>-101</td>
<td>41-43, 44-47, 54, 55, 57-59, 61, 62, 64-69</td>
<td>28</td>
<td>6 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>35, 39</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>21, 24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Sea Point</td>
<td>-101</td>
<td>64, 65</td>
<td>3</td>
<td>2 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Table Bay Harbour</td>
<td>-101</td>
<td>45, 46, 51, 53-55, 62, 65-69</td>
<td>19</td>
<td>5 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>43, 44, 57, 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>23, 24, 47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Port of Entry</td>
<td>-101</td>
<td>64-66</td>
<td>6</td>
<td>5 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>67, 68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>54</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Cape Town Central</td>
<td>-101</td>
<td>46, 49, 54, 55, 61-69</td>
<td>20</td>
<td>9 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>45, 46, 53</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>41, 44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>48, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Woodstock</td>
<td>-101</td>
<td>64-66, 68</td>
<td>16</td>
<td>6 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>53, 54, 67</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>45, 46, 51, 55, 69</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>43, 44, 48, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Mowbray</td>
<td>-101</td>
<td>64, 65</td>
<td>6</td>
<td>3 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>55, 62, 68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Rondebosch</td>
<td>-101</td>
<td>45, 46, 53-56, 64-69</td>
<td>19</td>
<td>8 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>52, 62, 63</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>41, 44, 51</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Appendix B. TVWSs detected through multi-detection threshold

<table>
<thead>
<tr>
<th>ID No</th>
<th>SAPS Name</th>
<th>Threshold (dBm)</th>
<th>White spaces identified</th>
<th>Total</th>
<th>Largest contiguous white space width</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>22, 25, 27, 52, 58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>21, 26, 42, 57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Lansdowne</td>
<td>-101</td>
<td>66, 68</td>
<td>5</td>
<td>2 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Wynberg</td>
<td>-101</td>
<td>31, 40-47, 49, 53-56, 61-69</td>
<td>34</td>
<td>10 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>30, 33, 35, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>32</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>23, 25, 38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Manenberg</td>
<td>-101</td>
<td>0</td>
<td>0</td>
<td>None</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Diep Rivier</td>
<td>-101</td>
<td>45, 55, 66, 69</td>
<td>23</td>
<td>9 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>41, 43, 44, 46, 47, 51, 58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>42, 54, 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>49, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Steenberg</td>
<td>-101</td>
<td>41-47, 54-58, 61-69</td>
<td>31</td>
<td>10 channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>49, 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>34, 38, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>23, 30, 35, 48, 53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Kirstenhof</td>
<td>-101</td>
<td>33, 41, 43-47, 49, 53-58, 61-69</td>
<td>33</td>
<td>10 Channels</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-100</td>
<td>36, 42, 59</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-99</td>
<td>23, 28, 39, 46, 52</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-98</td>
<td>30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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