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Abstract

Background: Diffuse large B-cell lymphoma (DLBCL) is a heterogeneous malignancy

that is driven by complex gene regulatory networks (GRNs). Numerous genes exert

distinct effects on the progression and therapeutic outcome of DLBCL. Previous studies

have associated DLBCL with inflammation but the GRNs involved in this mechanism

have not yet been explored. The objectives of this current study are to reconstruct

inflammation-associated networks and to understand the effects of inflammation on

the pathogenesis and progression of DLBCL in different clinical stages.

Methods and Materials: Different stages of DLBCL RNA-Seq expression data

were downloaded from UCSC Xena and were subjected to differential gene expression

(DGE) analyses, using edgeR and DESeq2, with Stage I as a reference group. The

database for annotation, visualization, and integrated discovery (DAVID) was used for

gene enrichment analysis to find insight into the sets of differentially expressed genes

(DEGs) that drive inflammation in the DLBCL clinical stages. The gene expression

data were used to elucidate the GRNs of inflammation-associated DEGs using gene

network inference with ensemble of trees (GENIE3) and weighted gene expression

co-expression network analysis (WGCNA) algorithms. The reconstructed GRNs were

imported and visualized using Cytoscape. Next, survival analyses were carried out

using the Receiver operating characteristic (ROC) and Kaplan–Meier (K-M) curves to

determine the prognosis of inflammation-associated gene expression in different DLBCL

stages.
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Results: A total of 25 DEGs were found to be common between the clinical stages.

The gene and KEGG pathways enrichment mapped the majority of the DEGs under

inflammation. The networks inferred by GENIE3 and WGCNA showed that the

interactions between these genes were similar, suggesting that the genes regulate each

other and were also co-expressed. The K-M estimates indicated a significant survival

impact of the high expression of most inflammation-associated genes on DLBCL

patients.

Conclusion: The findings of this study indicated that the pathogenesis, as well

as the progression of DLBCL is associated with inflammation and the expression

of inflammation-associated genes has a significant impact on the survival of DLBCL

patients.
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Chapter 1

Introduction

1.1 Background

Diffuse large B-cell lymphoma (DLBCL) is the most frequently occurring non-Hodgkin

lymphoma (NHL) and is characterized by the diffuse proliferation of B lymphocytes.

In 2020, the estimated number of new cases of NHL was 50516 in Africa, with a slight

male predominance (Global Cancer Observatory 2021). The median age of DLBCL

is in the 7th decade, although other forms of DLBCL, such as primary mediastinal

lymphoma, occur at a lower median age (Martelli et al. 2013; Dabrowska-Iwanicka and

Walewski 2014). Most patients present with a fast-growing tumor mass encompassing

one or more lymph nodes and extranodal sites (Swerdlow et al. 2016).

DLBCL falls under a group of lymphoid malignancies that present as large lymphocytes

which have a diffuse growth pattern with basophilic cytoplasm, vesicular nuclei, and

nucleoli size two times or the same size as a small lymphocyte (Li et al. 2018). The

Ann Arbor staging classification of Non-Hodgkin’s and Hodgkin’s disease and Cotswold

modification of the Ann Arbor staging are accepted in staging patients with DLBCL

(Lister et al. 1989). The Ann Arbor staging classification takes into account the
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number of sites involved based on the computational topography of the neck, chest,

abdomen, pelvis, and their relation to the diaphragm. The stage is then assigned as

shown in Figure 1.1. Approximately half of DLBCL patients present with Stage I-II

DLBCL, whereas the other half present with Stage III-IV DLBCL (Li et al. 2018).

Figure 1.1: The Ann Arbor staging system of non-Hodgkin’s and Hodgkin’s disease.
Stage I is the involvement of 1 lymph node group, Stage II is the involvement of 2
or more lymph node groups on the same side of the diaphragm, Stage III involves
lymph node groups on both sides of the diaphragm and Stage IV is disseminated and
a widespread disease (https://www.lecturio.com/magazine/non-hodgkins-lymphoma).
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DLBCL varies in terms of clinical presentation, genetic findings, therapeutic response,

and prognosis (Li et al. 2018). Over the past couple of decades, next-generation

sequencing (NGS) has proven to be an efficient method in the classification of DLBCL

by using genomic analyses (Alizadeh et al. 2000). It has provided the first clear

insight into the molecular pathogenesis of DLBCL through gene expression profiling

using RNA-Seq, whole exome, and whole genome sequencing. This has not only

resulted in the classification of DLBCL into different subgroups according to their

genetic profiles but it also led to the generation of genetic signatures that influences

mechanisms that play a role in the development and progression of DLBCL.

One of the significant challenges in biology is studying how gene expression is regu-

lated under different conditions. Several computational methods have been identified

in which transcriptional regulatory interactions can be shown at genomic levels directly

from high-throughput genomic datasets. The development, as well as advancement

of NGS, has provided bioscience with high throughput technologies that allow the

semi-quantitative measurement of gene expression programming in great depth and on

a broad genomic scale (Kwon et al. 2003). However, it is a challenge to overcome

the difficulties of recognizing and evaluating relevant biological processes from vast

quantities of experimental data.

Recently, the reverse engineering of the regulatory network of genes from gene expression

data has gained much attention due to emerging experimental and computational

methods. The high-throughput genomic data, in particular, RNA-Seq gene expression

data, can be used to computationally infer or reverse-engineer genetic interactions and

graphically elucidate them as a form of regulatory interactions among genes. There

is mounting evidence that supports the connection between chronic inflammation and

DLBCL, as a result inflammation has been proposed to be one of the biomarkers of
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DLBCL (Loong et al. 2010; Didonato et al. 2012; Monti et al. 2005).

1.2 Problem Statement

DLBCL is a highly heterogeneous cancer. The complexity of achieving an accurate

understanding of the pathogenesis and sub-classification criteria of all the DLBCL

subtypes lies within this biological heterogeneity. The pathogenesis of DLBCL is

primarily associated with oncogenes, tumor-suppressors, and genomic stable genes.

However, the full spectrum of the expression of these genes contributing to the

biological mechanisms of DLBCL is far from being fully known. One of the biological

mechanisms frequently associated with DLBCL pathogenesis in numerous studies is

inflammation. Although inflammation has been proven to be the hallmark of DLBCL,

few studies have evaluated the expression of genes involved in the development and

regulation of inflammation associated with DLBCL. Therefore, it is more appealing

to adapt the reconstruction of GRNs to study mechanisms such as inflammation

via high-throughput transcriptomic studies of DLBCL since inflammation has been

associated with poor prognosis in several cancers. Such a systematic approach can

provide insights into the genes commonly found to be mutated in DLBCL and are the

central mediators of the GRNs that control inflammation. This may be an effective

means for predicting, classifying, or targeting DLBCL.

1.3 Aims and objectives

Most previous DLBCL studies focused more on the difference in gene expression

between different molecular types of DLBCL (Arthur et al. 2018; Liu et al. 2018), but

ignored the genes that are expressed in different clinical stages and the mechanisms

they contribute to. Therefore, the aims and objectives of this study are as follows:
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1. Find differentially expressed genes (DEGs) across different DLBCL clinical stages

using edgeR and DESeq2 tools.

2. Perform functional enrichment analyses using the database for annotation, visual-

ization, and integrated discovery (DAVID) tool on the DEGs to find genes that are

mainly enriched in inflammation.

3. Analyse the DEGs for inflammation-associated pathways.

4. Reconstruct the GRNs of the DEGs using GENIE3 as well as WGCNA and

visualize them using Cytoscape.

5. Validate the results using statistical analyses, receiver operating characteristic and

Kaplan–Meier plots to determine the impact of the expression of inflammation-associated

genes on the survival of DLBCL patients under different clinical stages.

5
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Chapter 2

Literature review

2.1 Origin and classifications of DLBCL

Rappaport described the first system of classification of lymphoma in 1966 (Rappaport

1966). This system was based on architecture and morphology, thus DLBCL was

named diffuse histiocytic lymphoma. Emerging knowledge in the immunology field

led to Kiel and Lukes-Collin’s classification systems of lymphoma solely based on

immunological concepts (Gerard-Marchant et al. 1974; Lukes and Collins 1974). In

1982, the Working Formulation for Clinical Usage classified lymphomas based on cell

size, nodal pattern, and morphology (NHL-Pathological-Classification-Project 1982). At

that point, the lineage and genetics of DLBCL remained largely unknown, and this

lymphoma had been designated by a variety of names over the last century (Table

2.1).
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Table 2.1: Pathological classification history of DLBCL. Adapted from “Review in
translational hematology Advances in the biology and therapy of diffuse large B-cell
lymphoma: moving toward a molecularly targeted approach” by (Abramson and Shipp
2016).

Research
The biological
feature used
to classify

Descriptor

(Rappaport 1966)
Architecture and
morphology

Diffuse histiocytic lymphoma

(Gerard-Marchant et al. 1974) Immunology

Centroblastic lymphoma

B-immunoblastic lymphoma

B-large cell anaplastic lymphoma

(Lukes and Collins 1974) Immunology

Large cleaved follicular center
cell lymphoma

Large noncleaved follicular
center cell lymphoma

B-immunoblastic lymphoma

(Rosenberg 1982)
Cell size, nodal
pattern, and
morphology

Diffuse mixed small and large cell
lymphoma (group F)

Diffuse large cell lymphoma
(group G) Large cell

Immunoblastic lymphoma (group H)
(Harris et al. 1994)

and (Harris et al. 1999)

Genetics,
immunophenotype
and lymphocyte
development

Diffuse Large B-cell Lymphoma

The Revised European-American Lymphoma (REAL) classification system, which was

published in 1994, comprised of immunophenotyping, lymphoid lineage, and deepened

knowledge on lymphocyte development (Harris et al. 1994). This led to clearly dis-

tinguished DLBCL from other forms of aggressive NHL lymphomas such as peripheral

T-cell, mantle cell, anaplastic large T-cell, follicular large cell, and Burkitt-like lym-
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phoma. The recent edition of the WHO classification (Swerdlow et al. 2016) subdivides

DLBCL into morphological variants, molecular and immunophenotypic subgroups, and

distinct disease entities (Table 2.2). The DLBCL classification has become more

complex over the years due to the heterogeneity of DLBCL, therefore, many cases

remain unclassified, and they are collectively termed DLBCL not otherwise specified

(NOS) (Martelli et al. 2013), as shown in Table 2.2.

Table 2.2: WHO update of DLBCL Classification. Adapted from “The 2016 revision
of the World Health Organization classification oflymphoid neoplasms” by (Swerdlow
et al. 2016).

DLBCL subtypes and clinical entities
Diffuse large B-cell lymphoma, (not otherwise specified)
GCB versus ABC/non-GCB
MYC and BCL2 double expressor
CD5+
DLBCL subtypes
T-cell/histiocyte-rich large B-cell lymphoma
Primary DLBCL of the central nervous system
Primary cutaneous DLBCL, leg type
EBV positive DLBCL, NOS
Other lymphomas of large B-cells
Primary mediastinal (thymic) large B-cell lymphoma
Intravascular large B-cell lymphoma
DLBCL-associated with chronic inflammation
Lymphomatoid granulomatosis
ALK-positive LBCL
Plasmablastic lymphoma HHV8+ DLBCL, NOS
Primary effusion lymphoma
Borderline cases
High-grade B-cell lymphoma, with MYC and BCL2
and/or BCL6 translocations
High-grade B-cell lymphoma, NOS
B-cell lymphoma, unclassifiable, with features intermediate
between DLBCL and classical Hodgkin lymphoma
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2.2 Next-generation sequencing

Although the WHO classification has had widely diagnostic valuable for some time,

it lacked most of the genetic insights; this created a need for a more specific and

insightful lymphoma classification system that delves deeper into the genetic make-up

of DLBCL. Next-generation sequencing (NGS) collectively describes conceptual ap-

proaches such as whole genome sequencing (WGS), whole exome sequencing (WES),

and RNA-Seq that make use of massively parallel sequencing of millions of deoxyri-

bonucleic acid (DNA) templates to generate data that can be used to study genetic

alterations. This has provided the first capable approach to understanding the genetic

heterogeneity of DLBCL, which later led to the genomic characterization of DLBCL.

Briefly discussed here, WES is the use of NGS technologies to determine the variants

in gene coding regions or exons of a particular genome. Numerous studies, through

WES, have redefined the genomic landscapes of DLBCL by identifying common single

nucleotide variants primarily recurrent in particular subtypes of DLBCL (Pasqualucci

et al. 2011; Bohers et al. 2015). WGS has made strides in deciphering genomes of

tumors by uncovering somatic single-nucleotide variants, insertions/deletions (indels),

structural rearrangements, and copy number alterations (Morin and Gascoyne 2013).

The third NGS technique, RNA-Seq, which was used in this project, is discussed in

more details in section 2.3.1.

2.3 Gene expression profiling

Tumorigenesis of B-cell malignancies like DLBCL arises from genetic alterations in

a cell that predisposes the cell to undergo further genetic alterations. Over time,

cancerous cells acquire abnormalities that further promote proliferation and survival

advantage above other cells. The accumulation of genetic abnormalities in a tumor
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results in distinct gene expression profiles, which can be determined experimentally

using RNA-Seq analysis. Based on this premise, it is rational to assume that

the characteristics of a tumor and clinical behavior can be predicted by profiling

gene expression. Therefore, gene expression profiling (GEP) has become a powerful

method for filling gaps in pathology definition by providing a molecular concept of

certain cancers, wherein relatively homogenous disease entities are defined based on

the common cell of origin, oncogenic mechanisms, signaling pathways, and a uniform

pattern of clinical behavior (Liu et al. 2018; Miyazaki et al. 2008). This has aided

in changing the definition and classification of different entities of a disease leading

to the potential discovery of new, improved methods for diagnosis and treatment of

a disease (Sarkozy et al. 2020).

The pathogenesis of DLBCL has been proven in numerous studies to be linked

with genetic alterations that result from gene mutations. GEP studies have helped

in establishing a molecular diagnosis by identifying gene expression signatures of

the subtypes of this disease. Gene expression patterns revealed that gene profiles

of different subgroups of DLBCL resemble normal B cells at different stages of

differentiation. Hence, they are termed Germinal center B-like DLBCLs (expresses

hallmark genes of normal tonsillar germinal center B cells) and Activated B cell-like

DLBCLs (expresses genes that are normally activated in human blood B cells after

B cell receptor stimulation) (Alizadeh et al. 2000; Eric Davis et al. 2001; Wright

et al. 2003; Staudt and Dave 2005). Advancement in GEP led to the discovery of a

third DLBCL sub-group namely primary mediastinal B-cell lymphoma (Savage et al.

2003) (Figure 2.1). Not only has GEP led to the segregation of molecular subtypes

and given an understanding of variation in survival of DLBCL patients, but it has

additionally led to deeper insights into the development and biological mechanisms

of this disease, as well as the identification of rational targets for drug interventions
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(Camicia et al. 2015).

Figure 2.1: Genes characteristically expressed by three subgroups of diffuse large
B-cell lymphoma (DLBCL): Primary mediastinal B-cell lymphoma (PMBL), germinal
center B-cell–like (GCB) DLBCL, and the activated B-cell–like (ABC) DLBCL. Genes
were grouped based on the similarities in the variation of their expression across all
samples. The expression level of each gene relative to its median expression level
across all samples was represented by a color, with red representing expression greater
than the mean, green representing expression less than the mean, and the intensity of
the color representing the magnitude of the deviation from the mean. Adapted from
“Molecular diagnosis of primary mediastinal B cell lymphoma identifies a clinically
favorable subgroup of diffuse large B cell lymphoma related to Hodgkin lymphoma” by
(Rosenwald et al. 2003). Open access. Source: https://doi.org/10.1084/jem.20031074.
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2.3.1 Gene expression analysis using RNA-Seq

RNA-Seq uses the capabilities of high-throughput sequencing techniques to provide

relevant information about the total messenger RNA, non-coding RNA, and small RNA

expressed in a cell. It also provides detailed profiling of gene expression levels between

conditions. RNA-Seq technology has emerged as an attractive alternative to traditional

microarray platforms for conducting GEP. In comparison to Sanger sequencing and

hybridization-based microarray methods, RNA-Seq provides far better coverage and

clarification of the dynamic environment of the transcriptome by determining the

quantity and sequences of RNA in a sample (Rapaport et al. 2013; Yang et al.

2013). In addition to quantifying gene expression, the results generated by RNA-Seq

can assist researchers in discovering new transcript variants, identifying alternatively

spliced genes, and also detecting allele-specific expression (Kukurba and Montgomery

2015).

RNA-Seq employs NGS techniques to sequence cDNA derived from an RNA sample,

resulting in the generation of millions of short reads. These reads are generally

mapped to a reference genome, and the number of reads mapping within a genomic

feature of interest (such as a gene or an exon) are used as a measure of the amount

of the feature present in the analyzed sample (Robinson and Oshlack 2010). The

aligned reads should be greater than 40 million (Mortazavi et al. 2008), the reads are

then given genes according to the common regions that they share in the alignments

on the source genome. RNA expression can be calculated and subsequently compared

with the amount in any other sequenced sample to quantify the expression differences

during development and under different biological conditions (developmental stages,

treatments, genotypes, or environments) (Mortazavi et al. 2008; Marioni et al. 2008).
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The development and existence of high-throughput data have greatly influenced the

understanding and decoding of the genes that impacted the sub-grouping of DLBCL.

Although not yet complete, the use of RNA-Seq on DBLCL studies has identified

certain mechanisms that influence the pathogenesis of DLBCL which can be used as

targets in DLBCL therapy. Table 2.3 summarizes findings from DLBCL studies using

RNA-Seq.

Table 2.3: Diffuse large B-cell lymphoma (DLBCL) studies that used RNA-Seq

Sequencing
methods

Main findings Cohort size References

WGS,
WES, and
RNA-Seq

Observed that over-expression
of FCGR2B primarily in the
GCB subgroup correlates with

poor patient outcomes

1000 (Arthur et al. 2018)

RNA-Seq
Gene fusion between TBL1XR1

and TP63
96 (Scott et al. 2012)

RNA-Seq
Identified hub genes associated

with pathogenesis
629 (Zhou et al. 2020)

RNA-Seq
Chronic active B-cell-receptor
signaling in ABC DLBCL

223 (Davis et al. 2010)

RNA-Seq

Differential expression of
8 hub genes (MME, CD44,

IRF4, STAT3, IL2RA, ETV6,
CCND2, and CFLAR)

500 (Liu et al. 2018)

RNA-Seq

High expression of SPIB gene.
FOXP1 as a potential oncogene
in ABC DLBCL and mutations

in PTEN gene

203 (Lenz et al. 2008)

RNA-Seq
MAFA-AS1 gene, hsa-mir-338,

and hsa-mir-891a as a candidates
related to the prognosis

51 (Xiao et al. 2020)

WES and
RNA-Seq

Identified 313 ABC DLBCLs
and 331 GCB DLBCLs, while

the rest were unclassified DLBCLs
1001 (Reddy et al. 2017)

13

https://etd.uwc.ac.za/



2.3.2 Differential gene expression using RNA-Seq

Another vital application of RNA-Seq is differential gene expression (DGE) analysis.

DGE is the statistical examination of normalized read count data to uncover quan-

titative differences in expression levels between experimental groups. The advent of

RNA-Seq technologies with reduced costs has motivated the development of statistical

tools that implement approaches for the detection of differential expression of genes.

The primary function of DGE analysis is to determine if genes express differently

between different samples and biological conditions (Yang et al. 2013). Therefore,

abnormally expressed genes are detected as differentially expressed genes (DEGs).

These genes are selected using a combination of an expression shift threshold and

a score cut-off, both of which are based mainly on p-values derived by statistical

modeling (Rapaport et al. 2013). DEGs can be found by statistically examining

if there is a significant difference between RNA-Seq read count data on different

biological conditions, i.e., diseased and healthy tissues or different stages of the same

disease. This elucidates the essential components of the genome and reveals the

molecular structure that can be targeted for the treatment of a disease (Han et al.

2015).

Many computational tools have been developed for analyzing DGE in RNA-Seq data.

This includes BBSeq (Zhou et al. 2011), DSS (Wu et al. 2013), baySeq (Hardcastle

and Kelly 2010), ShinkBay (Van De Wiel et al. 2013), PoissonSeq (Li et al. 2012),

limma (Mortazavi et al. 2008), edgeR (Robinson et al. 2009), and DESeq2 (Love et al.

2014). DESeq2 and edgeR are very well documented, and easy-to-use R1 packages

for DGE analysis. In recent years, edgeR and DESeq, a previous version of DESeq2,

have been included in a few benchmark studies (Anders and Huber 2010; Rapaport

et al. 2013) and have demonstrated great performance in replicated experiments. The

1R is a language and a free software environment for statistical computing and graphics.
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DGE analysis process consists of three major steps, namely normalization, dispersion

estimation, and the test for differential expression (Varet et al. 2016). DESeq2

and edgeR normalization methods have been shown to outperform other methods,

particularly when expressed genes vary across biological conditions or in the presence

of highly expressed genes (Rapaport et al. 2013; Dillies et al. 2013).

2.4 Functional enrichment analyses

Following DGE analysis using RNA-Seq, the interpretation of the gene list usually

requires the use of functional enrichment tools to infer gene ontology (GO) and

the biological relevance of the DEGs. Functional enrichment tools help to analyze

genome-scale sets of data by easing the transition from data collection to biological

significance. Examples of these tools include Metascape (Zhou et al. 2019), DAVID

(Dennis et al. 2003), GSEA (Subramanian et al. 2005), WebGestalt (Wang et al.

2017), Enrichr (Kuleshov et al. 2016), KOBAS (Xie et al. 2011), and g: Profiler

(Reimand et al. 2007).

Unlike other functional enrichment tools, DAVID addresses several issues that other

tools have not been able to address extensively. This includes (i) integrating over 20

different types of significant gene/protein identifiers and over 40 well-known functional

enrichment categories from a plethora of public databases to expand biological infor-

mation coverage, (ii) possessing novel algorithms such as the DAVID Gene Functional

Classification Tool, the Functional Annotation Clustering Tool, the Linear Searching

Tool, the Fuzzy Gene-Term Heat Map Viewer, and others, to assist in resolving the

enriched and repetitive relationships among many-genes-to-many-terms (i.e., one gene

may associate with several distinct, redundant terms and one term could connect

with many genes), and (iii) providing the DAVID Pathway Viewer which allows the

automatic graphical visualization of genes from a user’s list into the most relevant
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Kyoto Encylopedia of Genes and Genomes (KEGG) and BioCarta enrichment pathways

(Huang et al. 2007).

KEGG is a knowledge database that provides manually drawn pathway maps about

genes for systematic analysis of gene functions (Wrzodek et al. 2011). KEGG is

comprised of three databases namely Pathway, Genes, and Compound. The Path-

way database represents higher-level functions in terms of a network of interacting

molecules. The Genes database contains genomic information that is composed of

gene catalogs for partially and also comprehensively sequenced genomes, as well as

proteins generated by genome sequences. The Compound database is a collection

of chemical compounds in a living cell, enzymes molecules, and enzymatic reactions

(Ogata et al. 1999). In general, living cells’ biological functions are controlled by a

list of interacting genes and molecules. The function of KEGG pathways is to connect

a set of genes in a genome to create a network of interacting genes or molecules

in a cell to form a pathway representing a higher-order biological function (Kanehisa

et al. 2002). KEGG can also be used to predict protein interaction networks and

associated cellular functions by matching genes in the genome with gene products

in the pathway. The KEGG databases are updated frequently and are freely accessible.

2.4.1 Biological mechanisms of DLBCL discovered using functional enrich-

ment analyses

In making use of cancer-specific DEGs, bioinformatics methods such as functional

enrichment analyses have uncovered feasible biological mechanisms associated with

different cancer development (Zhou et al. 2018). Due to the high heterogeneity of

DLBCL, functional enrichment analysis has associated the genes expressed in DLBCL

with numerous biological functions. Several hub and co-expressed genes are mainly
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enriched in immune response in general, and inflammatory response (Zhou et al.

2020). This mean that the hub genes involved in DLBCL pathogenesis play crucial

roles in the development and progression processes and are DLBCL tumor-specific

via affecting the immune response and inflammatory mechanisms of tumor cells. The

hub genes that have been associated with DLBCL include chemokines and inflamma-

tory cytokines (Zhou et al. 2020). Pathways enrichment tools such as KEGG have

associated different cancers including DLBCL with pathways such as NF-B pathway

(Didonato et al. 2012; Karin 2006; Ji et al. 2019), MAPK signaling pathway (Huang

et al. 2010; Wagner and Nebreda 2009), and NOD-like receptor signaling pathway

(Castaño-Rodŕıguez et al. 2014; Zhong et al. 2013). The activation of these pathways

has been said to be a mediator of inflammation (Kaminska 2005; Franchi et al. 2009).

Inflammation in B-cell neoplasms is largely associated with the tumor microenviron-

ment (TME) which is the interaction between cancerous B cells, inflammatory cells,

stromal cells, and other immune cells. Malignant B cells and stromal cells promote

the growth of the TME by releasing cytokines, chemokines, and growth factors that

produce tumor-associated macrophage (TAM) (Shain et al. 2015). Cytokines and

chemokines serve to lure tumor cells to the TME, in which positive cytokine and

cell adhesion-mediated feedback mechanisms between neoplastic B cells and stromal

cells are formed (Shain and Tao 2014). These intercellular positive feedback loops

enhance not only survival and drug resistance but also the growth and proliferation of

malignant B cells. TME plays a crucial role in the onset as well as the progression

of lymphoma (Ruiduo et al. 2018) by either promoting the tumor progression or by

using TAM to suppress the immune response for the anti-tumor response, and it is

associated with poor prognosis (Kridel et al. 2012). TME assists tumor growth by

further promoting inflammation, angiogenesis as well as metastasis (Shain et al. 2015).
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2.5 Gene regulatory networks

Gene regulatory networks (GRNs) are a graphical representation of the interaction of

genes that is inferred from gene expression data. Reconstruction of GRNs aims to

identify the interactions and expressions of subsets of genes that form the master

regulatory core of biological mechanisms leading to complex conditions such as cancer.

Deciphering the topology of GRNs is crucial in identifying hundreds of genes linked

to the development and progression of complicated human diseases that might be

used as targets for therapeutic interventions (MacNeil and Walhout 2011).

GRNs are usually denoted by directed graphs (Figure 2.2), where genes, proteins,

and/or metabolites are represented by nodes, and edges that connect nodes represent

molecular interactions (Kimura et al. 2005; Hecker et al. 2009). Nodes with many

edges connecting to other nodes are known as hub genes and are normally the

transcription factors that influence the suppression or over-expression of numerous

genes. Therefore, GRNs tend to contain as much information as the high-dimensional

genomic data (Wang et al. 2021).
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Figure 2.2: Reconstruction of gene regulatory network using expression data. Different
g represent different genes and different colors represent expression levels. Adapted
from “Towards precise reconstruction of gene regulatory networks by data integration.”
by (Liu 2018). Open access. Source: https://doi.org/10.1007/s40484-018-0139-4.

Since GRNs are constructed from gene expression data, the advances in NGS have led

to the availability of enormous databases of gene expression compendia, which allows

for the high-throughput and large-scale network topology inference (Ruyssinck et al.

2014). As a result, a number of computational tools for gene regulatory networks

inference from gene expression data have been developed and explored, they are now

employed in real-world applications (Table 2.4). Of these computation network tools

are WGCNA (Langfelder and Horvath 2009) and GENIE3 (Huynh-Thu et al. 2010)

which were used in this project.

2.6 Weighted Gene Co-expression Network Analysis (WGCNA)

Another powerful bioinformatics tool that has been successfully applied to high-

throughput data to extract co-expressed gene networks based on their similar expression
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Table 2.4: Gene regulatory network inference methods

Network
inference method

Description
Network
inference

method example

Correlation-based
network

Uses weighted correlation
coefficient of two genes.

Two genes are
predicted to interact if their
correlation coefficient is above
a set threshold. Some network

inference uses mutual information
to infer gene regulatory

interactions.

ARACNe
CLR

RELNET
MRNET
C3NET
WGCNA

Boolean
network

Uses binary values that
define the state of a gene.
Each gene (node) can take

two possible values, 1 or 0. 1
represents “ON”, the gene is
expressed, and 0 represents

“OFF”, the gene is not expressed.

REVEAL

Bayesians
network

The expression of each gene
is considered to be a random

variable following
probability distributions.

BANJO
networkBMA

GeneNet
BNT

ebdbNet

Auto-regressive
models

The expression of one gene
is predicted from the expression
of all the other genes using
tree-based ensemble methods

(Random Forests or Extra-Trees).

GENIE3
TIGRESS

INFERELATOR

Clustering

Visualizes gene expression
by grouping genes with similar
expression profiles in clusters.

Not used for network inference.

Hierarchical
clustering
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profiles is WGCNA (Langfelder and Horvath 2008). WGCNA is an R package with

various functions for gene networks construction, gene co-expression clusters (module)

detection, gene selection, calculations of topological properties, data simulation, and

interfacing with external software such as Cytoscape (Shannon et al. 2003) for the

visualization of the co-expressed genes networks (Figure 2.3). One of the attractive

features of WGCNA is that instead of linking thousands of genes to the physiologic

trait, it focuses on the relationship between a few modules and the trait (Lu et al.

2014).

A gene co-expression network is inferred from a weighted adjacency matrix indicat-

ing the degree of connections across gene pairs. Connection strength is calculated

by adjusting the pairwise correlations among gene expression profiles across samples

with a power-law function that down-weights poorer correlation such that the gene

co-expression network approaches a scale-free topology. This is used to estimate the

topological similarity between genes, then adjacency is modified for the proportion of

shared connections, and the topological overlap-based dissimilarity matrix is subjected

to hierarchical clustering. Finally, WGCNA arranges genes into co-expressed gene sets

by cutting the cluster dendrogram at a height that maximizes intra-connectedness

within a cluster of genes (Greenfest-Allen et al. 2017; Langfelder and Horvath 2008).
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Figure 2.3: A flow diagram representing main steps of weighted gene co-expression
network analysis. This flowchart was adapted from ”WGCNA: An R package for
weighted correlation” by (Langfelder and Horvath 2008). Open access. Source:
https://doi.org/10.1186/1471-2105-9-559
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2.7 GEne Network Inference with Ensemble of trees (GENIE3)

GENIE3 has been proven to be an overall top performer when it comes to topology

inference of GRNs from high-throughput data in the DREAM4 Multifactorial Network

challenge and the DREAM5 Network Inference challenge (Ruyssinck et al. 2014).

This algorithm has also been analyzed and compared to other algorithms in several

independent studies (Bellot et al. 2015; Feizi et al. 2013; Maetschke et al. 2014;

Omranian et al. 2016), usually exhibiting competitive performance results in most

cases. The key advantage of GENIE3 over other techniques is that it makes very

few assumptions about the existing relationship between variables, and can possibly

capture high-order conditional interconnections between expression patterns. It also

generates a directed graph of regulatory interactions and normally enables feedback

loops to exist in the network. Simultaneously, it remains intuitive, algorithmically

tractable, and simple to implement (Huynh-Thu et al. 2010).

The GENIE3 algorithm predicts the gene regulatory network by using a tree-based

ensemble Random forest from steady-state expression data. This algorithm decomposes

the network inference task into separate regression problems for each gene in the

network in which the expression values of a target gene are predicted using all other

genes as possible predictors. Tree-based ensemble methods are used to calculate how

important a predictor gene is to the target gene. With greater importance signifying

a likely interaction or regulatory link between both genes (Breiman 2001). GENIE3

then provides a ranking of the regulators of the target gene by deriving a weight

for each regulator based on an ensemble of the tree (Figure 2.4).

GENIE3 first generates a learning sample where the expression profile of gene j is the

output and the expression of all other genes in the sample is the input. Genes that
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are strong predictors for gene j expression profiles are considered the gene regulators.

A decision tree is constructed for each gene j thousand times (using bootstrapped

samples) where the root of each tree contains all observations, which are split into

subsets that are more similar than those in the parent node, as shown in Figure

2.4. These trees are averaged in order to get the most likely genes regulating gene

j (Huynh-Thu et al. 2010).

Figure 2.4: GENIE3 procedure. A learning sample (LS1...LSj) is generated for
each gene (Gene1,...,Genep,) with expression levels of gene j as output values and
expression levels of all other genes as input values. Adapted from “Inferring regulatory
networks from expression data using tree-based methods” by (Huynh-Thu et al. 2010).
Open access. Source: https://doi.org/10.1371/journal.pone.0012776.
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2.8 Cytoscape

Cytoscape (Shannon et al. 2003) is implemented as an easily accessible, open-source

software package with a programmable application programming interface written in

Java2, which integrates biological network analysis and visualization. The structural

basis of Cytoscape is a network model with genes, proteins, metabolites, cells, or

patients represented as nodes, and the interactions as edges between nodes. Attributes,

which map nodes or edges to specific data values such as gene expression levels

or protein functions, are used to integrate data with the network. Attribute values

can be used to modify the appearance of nodes and edges (such as shape, color,

and size), and to execute complicated network queries, filtering procedures, and other

analyses (Smoot et al. 2011).

Function annotations, pathways, and expression profiles of genes can be imported

and mapped into Cytoscape networks. Apart from these fundamental features, Cy-

toscape stands out from other network visualization tools by allowing and promoting

re-architecture by active third-party development of add-on visualization and analysis

applications hence providing performance and versatility. The Cytoscape App Store

(Lotia et al. 2013) has a significant variety of biological network plugins (Saito et al.

2012) which provide additional functionalities such as data import from other sources,

functional annotation and identification, module detection, literature search, network

layouts, and network filtering.

2Java is a multi-platform, object-oriented, and network-centric programming language that is
designed to have as few dependencies as possible.
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2.9 GRNs overview

The use of GRNs has resulted in the functional classification of genes that are

mainly responsible for the development and progression of particular diseases (Khan

et al. 2020). GRNs have been used for the detection of the most important genes

in several cancer studies, and the inferred networks are used to further find the

functional relevance of the networks. Through reconstruction and analysis of canine

DLBCL GRNs, Zamani-Ahmadmahmudi et al., (2015) found critical canine DLBCL

hub genes associated with biological processes such as cell activation, cell cycle

phase, immune effector process, immune system development, immune system process,

integrin-mediated signaling pathway, intracellular protein kinase cascade, intracellular

signal transduction, leucocyte activation and differentiation, lymphocyte activation and

differentiation (Zamani-Ahmadmahmudi et al. 2015).

Using the reconstructed breast cancer GRNs, Emmert-Streib et al., (2014) found

cellular processes contributing to breast cancer, including cell cycling, cell adhesion,

translation, organelle fission, immune response, and mitosis (Emmert-Streib et al.

2014). GRNs are a considerable endeavor to improve the diagnosis, prediction, and

prognosis of different cancers. Agnelli et al., (2011) reconstructed multiple myeloma

GRNs and identified the most important genes associated with poor prognosis in

patients with multiple myeloma (Agnelli et al. 2011). Reverse engineering of chronic

lymphocytic leukemia GRNs shed light on genes that are associated with the poor

prognosis of this leukemia (Yepes et al. 2015).
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2.10 Inferential statistical analyses

A common problem in practical statistical analyses is determining whether multiple

samples should be considered to come from the same population. Almost always,

the samples differ, and the question is whether the differences reflect population

differences or are merely chance variations to be expected among random samples

from the same population. When this problem arises, it is common to assume that

the populations are roughly the same, in the sense that if they differ, it is due to

a shift or translation. Levene’s test (Levene 1960) is used to determine whether or

not k samples have equal variances. The presence of equal variances across samples

is referred to as variance homogeneity. Some statistical tests, such as analysis of

variance, make the assumption that variances are equal across groups or samples.

That assumption can be validated using the Levene’s test. If the resulting p-value of

Levene’s test is below some threshold of significance (generally < 0.05), the observed

differences in sample variances are unlikely to have occurred through random sampling

from a population with equal variances. As a result, the null hypothesis of equal

variances is rejected, and it is concluded that the variances in the population differ.

The Kruskal Wallis test (Kruskal and Wallis 1952) is the non-parametric counterpart

to the One Way ANOVA (Fisher 1921). The term non-parametric refers to a test

that does not assume the data is coming from a specific distribution. When the

assumptions for ANOVA are not met, the H test is used (like the assumption of

normality). It is also known as the one-way ANOVA on ranks because the test uses

the ranks of the data values rather than the actual data points. The test evaluates

whether two or more groups’ medians differ. One can compute a test statistic and

compare it to a distribution cut-off point. The Kruskal Wallis determines whether or

not there is a statistically significant difference between groups. The H statistic is

27

https://etd.uwc.ac.za/



the test statistic used in this test. The test hypotheses are:


H0 : population medians are equal

H1 : population medians are not equal

(2.1)

2.11 Survival analyses

Survival analyses in biomedical studies are concerned with uncovering new prognosis

biomarkers capable of differentiating between high- and low-risk patients. Performing

survival analyses across gene expression databases determines the best performing

genes in the occurrence of a disease and the minimal hazard rates to achieve clin-

ically robust significance (Győrffy 2021). The best performing genes can be seen

as predictive, prognosis, and/or diagnostic biomarkers in diseases and are capable of

predicting the expected survival of patients. This can also be used in future genetic

and transcriptomic studies. For the biomarkers to be useful in clinical decision-making

about patient therapy and follow-up, it is common to identify and classify the di-

agnostic accuracy of these markers when comparing different groups (Pina et al. 1999).

The receiver operating characteristics, or the ROC curve, is a graphical plot showing

the accuracy of a biomarker for differentiating between two different groups (Fluss

et al. 2005). In recent years, the ROC curve has been increasingly used in biomedical

practice to investigate the effectiveness of a diagnostic marker between healthy and

diseased individuals (Xiao et al. 2019; Wang et al. 2019). The ROC curve is created

by plotting values of the true positive rate (sensitivity, y-axis) versus the false positive

rate (1-specificity, x-axis) for a given cut-off value. The sensitivity is the actual

number of true positive decisions and the specificity is the number of actual negative

cases, this is well summarized in the confusion matrix shown in Figure 2.5.
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In medical research, ROC sensitivity is described as the probability of a diseased

individual being predicted to have the disease, while ROC specificity is defined as

the probability of a non-diseased individual being predicted to not have the disease

(Kamarudin et al. 2017). This method has proven to be a well-established and

reliable statistical tool for assessing the efficacy and accuracy of biomarkers as well

as prognosis (Kamarudin et al. 2017).

The ROC curve is associated with numerous summary indices. The area under the

ROC curve (AUC) is one of the frequently used indices. The AUC can be used to

determine the discrimination power of tumor markers between different patient groups

(Weiss et al. 2003). AUC is the average measure of sensitivity for all possible values

of specificity and it measures the overall performance of the biomarker (Obuchowski

2003). It ranges from 0 to 1, the closer it is to 1 the better the overall performance

of the test (Park et al. 2004). The practical lower limit for an AUC is 0.5,

(0.5<AUC≤0.7) the performance of the test is considered acceptable, (0.7<AUC≤0.9)

is considered excellent, and the ideal or perfect test AUC falls between 0.9 and 1

(Mandrekar 2010). This means that if the AUC is greater than 0.7 then it has a

good ability to distinguish between different subjects. The ROC AUC is an excellent

summary measure of classification performance because it is unaffected by disease

prevalence or the cut-off points used to form the curve (Obuchowski 2003).

The next step that follows the identification of the biomarkers is the ranking and

establishment of threshold values, which aid in the rapid identification and filtering

of genes associated with the disease and that can be used in the development of

treatments that targets the biomarkers. The Youden index (J) is a frequently used
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Figure 2.5: Confusion matrix. Se= Sensitivity, Sp= Specificity, TN= True Negative,
TP= True Positive, FP= False Positive, FN= False Negative, PPV= Positive Predictive
Value, and NPV= Negative Predictive Value.

threshold measure of the ROC curve (Fluss et al. 2005). It assesses the efficacy of

a diagnostic marker while also allowing for the classification of an ideal cut-off point

for the diagnostic marker. J can be calculated as follows:

J = (sensitivity + specificity–1) (2.2)

and it ranges from 0 to 1. The optimal outcome is when the sensitivity is equal

to 1 and at the same time, the specificity is also 1, i.e., the false positive rate

(1−specificity) is 0. When J = 1 it means the distributions of marker values for the

different populations are completely separated, whereas J = 0 means they completely

overlap. The closer J is to 1 the clearer the separation is between the different

subjects. The J has an appealing feature that the AUC does not have. J specifies a

criterion for selecting the optimal threshold value, i.e., the threshold value for which

formula 2.2 is maximized (Greiner et al. 2000).

One of the main focuses of survival analysis is investigating the time between entry

to a study and a subsequent event like death. The Kaplan-Meier (K-M) is one of

the methods for survival analysis which shows the probability of surviving a disease

after a given time while taking into consideration time in small intervals (Goel et al.
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2010). The K-M method entail calculating survival probability at a given point in

time. The survival probability in each interval is calculated as the number of subjects

surviving divided by the number of patients at risk. The total probability of survival

until that time interval is calculated by multiplying all the probabilities of survival

at all-time intervals preceding that time to get the final estimate.

K-M can also be used to compare two different groups of a subject, i.e., patients

in different stages of the same disease. The log-rank testing in K-M is used to

assess if the difference in survival times between two groups is statistically significant

by providing a p-value, but it does not allow for the effect of other independent

variables, i.e., confidence intervals to be tested (Stel et al. 2011). In the log-rank

test, the expected number of events in each group, E1 and E2 is calculated, while

O1 and O2 represent the total number of observed events in each group. The K-M

survival analysis is also capable of assessing and comparing the survival of patients

treated with different treatments, and has been used in DLBCL in several studies

(Han et al. 2019; Adams et al. 2009; Huang et al. 2012).
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Chapter 3

Methods and Materials

3.1 Dataset retrieval

The UCSC Xena is a web-based visualization and exploration tool that hosts open

access and easy to retrieve cancer genomics datasets derived from public hubs (TCGA,

Pan-Cancer Atlas, PCAWG, ICGC, TARGET, and the GDC) (Goldman et al. 2020).

With more than 1500 datasets across 129 cohorts, UCSC Xena allows users to explore

for connections between genomic and phenotypic features in functional genomic datasets.

The datasets found in the cohorts include SNPs, INDELs, large structural variants,

CNV, RNA-Seq gene expression, DNA methylation, clinical and phenotypic annotations.

XenaPython, a Python1 package implementing application programming interfaces

(APIs), was used to connect to the GDC hub in the UCSC Xena and download TCGA

DLBCL RNA-Seq gene expression dataset (dataset ID: TCGA-DLBC.htseq counts.tsv).

First, the XenaPython dataset samples() function was used to retrieve the DLBCL

sample names using the link address to the GDC hub and the dataset ID as

1Python is a dynamically structured, interpreted, object-oriented high-level programming language
used for software and development, mathematics, and system scripting.
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arguments. The samples were filtered based on the clinical stages information from

the DLBCL phenotype file downloaded from Xena. This resulted in the removal of

samples with no clinical information. Next, the XenaPython dataset field() function

was used to retrieve probe (gene) names using the link address to the GDC hub

and the dataset ID as arguments. This was followed by the use of the Xenapython

dataset fetch() function to retrieve the gene expression counts of each probe of all

samples. This query yielded a Python data frame of 42 DLBCL samples as column

names (Stage I = 8, Stage II = 17, Stage III= 5, and Stage IV = 12) and 60,489

probes as row names with RNA-Seq normalized counts in log2(x + 1) as content,

where x represents the raw count value of a probe.

WGCNA documentation suggests that the combined number of samples used for analy-

sis should be greater than 15, otherwise the network would simply be too noisy for the

network to be biologically meaningful (Langfelder and Horvath 2017). While considering

Stage I (8 samples) as a reference group, the number of samples in Stage III is not

sufficient to reach a statistically significant network for the WGCNA analysis. There-

fore, Stage III samples were not used in the downstream analyses in this study. The

schematic diagram of the study methods is shown in Figure 3.1. The R and Python

scripts used for data preparation and analyses can be found in the publicly accessible

repository available on https://github.com/Nomlindelow/DLBCL Inflammation GRNs.
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Figure 3.1: Schematic representation of the study methodology. This figure summarizes
the methods employed in the current project. This includes dataset retrieval, differential
gene expression, gene ontology enrichment, gene regulatory network inference, and
statistical analyses.
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3.2 Differential gene expression

3.2.1 Data preprocessing

Prior to DGE analyses, the normalized counts from section 3.1 were converted to

raw counts by raising 2 to the power of log2(x+ 1) value minus one.

2log2(x+1) − 1 (3.1)

The DGE analyses were proceeded using the R packages edgeR and DESeq2. The

edgeR filterByExpr() function was used to filter out low expressed genes from the raw

counts’ expression data of the different clinical stages (Robinson et al. 2009). This

function was used to remove rows with no or nearly no reads since low-expressed

features tend to reflect noise leading to the increased memory size of the data object

and decreased speed of the transformation and testing functions conducted downstream.

3.2.2 Differential gene expression analyses

Using DESeq2, DGE analysis was performed in Stage II and Stage IV using Stage

I as the reference group for both stages (Love et al. 2014). DESeq2 uses shrinkage

estimators for dispersion and fold change for comparative DGE estimation (Love et al.

2014). Genes with a p-adjusted value of < 0.05 were considered DEGs. Venn diagram

analysis was performed using Venny 2.1 to identify and display the common DEGs

across the different clinical stages.
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3.3 Gene ontology and functional enrichment analyses

GO and KEGG pathway enrichment analyses were performed on Stage II and Stage

IV DEGs separately using DAVID. The DEGs’ Ensembl IDs file for each stage was

uploaded onto DAVID and the ENSEMBL GENE ID was chosen as the identifier,

then the list was submitted. The functional annotation tool was used to analyze and

perform GO and KEGG pathway enrichment on the submitted gene list. The group

of genes that were considered in this study were the DEGs that were mapped by

DAVID under inflammation and immune response, and have a statistically significant

p-value < 0.05.

3.4 Inference of gene regulatory and co-expression networks

3.4.1 Data preprocessing

(Langfelder and Horvath 2017) suggest the use of DESeq2 varianceStabilizingTransfor-

mation function in R for data normalization. Therefore, the gene raw counts were

normalized using this function prior to performing WGCNA and GENIE3 analyses.

The function computes a variance stabilizing transformation (VST) from the fitted

dispersion-mean relations, then normalizes the raw count data by dividing the counts

by the size factors resulting in a matrix of values that have a constant variance

along with the range of mean values (Love et al. 2014).

3.4.2 Inference of gene co-expression networks using WGCNA

WGCNA package in R (Langfelder and Horvath 2008) was used to create weighted gene

co-expression networks of Stage II and IV DEGs. To begin, the interaction patterns

among genes were calculated using the absolute value of the Pearson correlation in
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order to generate a gene expression similarity matrix S =(sij).

sij =

[
1 + corr(xi, xj)

2

]
(3.2)

Where sij is the Pearson correlation coefficient between gene i and gene j. xi and

xj represent the gene expression values of gene i and gene j, respectively.

A gradient test (power value ranging from 1 to 10) was used to determine scale

independence and average connectivity of modules with various power values. The

adjacency matrix A = (aij) was then created from the gene expression similarity

matrix.

aij = |sij|β (3.3)

Where sij is the Pearson correlation coefficient between gene i and gene j from

matrix S and β is the soft-power threshold.

Since the present study was performing network analysis on a dataset with a large

number of genes, a block-wise network construction and module detection method

was used. Firstly, the genes were pre-clustered into blocks of size close to and not

exceeding a maximum of 5000. This was followed by a full network analysis in each

block separately. The adjacent matrix A was transformed into a topological overlap

matrix (TOM) in order to identify modules of highly co-expressed genes based on

adjacency aij.

TOMij =

[ ∑
µ̸=,i,j aiµaµj + aij

min(
∑

µ aiµ,
∑

µ aµj) + 1− aij

]
(3.4)

Where aiµ represents the adjacency coefficient between gene i and gene µ when µ is
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different from i and j.

Next, hierarchical clustering was applied to the dissimilarity topological overlap ma-

trix to generate a dendrogram. Co-expressed genes were given relevant modules via

dynamic minimum tree cutting, thereafter, modules with similar expression patterns

greater than 75% similarity were merged into one module. Thus, WGCNA identified

genes that have similar co-expression and hence similar biological functions. The

modules of interest that were used for the inference of gene co-expression networks

were the ones that included DEGs associated with inflammation according to DAVID.

The WGCNA exportNetworkToCytoscape() function was used to export the pairwise

gene correlation into a file for visualization. A weight threshold of 0.02 was applied

to Stage II and Stage IV networks in order to select highly correlated genes. The

edge and node list file was imported and visualized using Cytoscape (Shannon et al.

2003).

3.4.3 Inference of gene regulatory networks using GENIE3

The reconstruction of the gene regulatory networks (GRNs) was done using the

GENIE3 algorithm on the normalized raw counts from section 3.4.1. The GENIE3

algorithm predicts the GRNs by using a tree-based ensemble of random forests from

steady-state expression data (Huynh-Thu et al. 2010). In GENIE3, by default, all the

genes in expression data are used as candidate regulators and target genes. The list

of candidate targets and regulators can, however, be restricted to a subset of genes.

In this study, only DEGs of each stage was set to be target genes in that stage

GRNs so as to only find the interactions between DEGs. Different clinical stages in

this study had different numbers of DEGs. Therefore, different weight thresholds were
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used in GENIE3 to only consider gene connections with high regulation weights. The

thresholds were 0.0016 and 0.00211 for Stage II and Stage IV, respectively. This was

then visualized using Cytoscape software (Shannon et al. 2003) enabling the detection

of DEGs that closely regulate one another.

3.5 Inferential statistical and survival analyses

Inferential statistical analyses were incorporated in this project to assess the significant

difference in the expression means of the genes composing the inflammation-associated

GRNs in Stage II and Stage IV compared to the reference stage, Stage I. These

analyses were processed via R scripting language2. Levene’s test of homogeneity of

variance across groups (Stage II vs Stage I and Stage IV vs Stage I) was carried

out to investigate equal variance across the WGCNA and GENIE3 networks. In the

event that the Levene’s test null hypothesis was rejected, i.e., there was no equal

variance across groups (p-value < 0.05), Kruskal-Wallis algorithm of non-parametric

analysis of variance (Kruskal and Wallis 1952) was used to evaluate the variances in

the expression medians across stages. Otherwise, the ANOVA test (Fisher 1921) was

used. The test statistic values are included in all statistical reports, including the F

ratio, chi-square (χ2), and p-value.

ROC curves (Fluss et al. 2005) were used to validate the effect of the difference in

expression of the inflammatory DEGs across groups in order to assess their diagnostic

capacity. The AUC of the genes were calculated using their expression data and

was evaluated to check their significance. Subsequently, the maximum Youden index

(Youden 1950) of each gene based on ROC analysis was calculated to choose the

optimum cut-off value that maximizes both sensitivity and specificity.

2R version 4.1.2 (”Bird Hippie”)
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To visualize the correlation between the gene expressions and overall survival (OS)

of DLBCL patients, the Kaplan-Meier (K-M) curves were constructed. The Youden

indices of DEGs with AUC greater than 0.7 were utilized in specifying the cut-off

gene expression values. The patient status was classified as 1 if the DEG expression

value exceeds the Youden Index cut-off value (high-expression), otherwise, the patient’s

status was classified as 0 (low-expression). Furthermore, the statistical significance

was calculated using log-rank tests in K-M to select survival-related DEGs. Statistical

significance was established at a p-value < 0.05. The OS was measured from the

date of diagnosis to the last follow-up.
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Chapter 4

Results

4.1 Selection of DEGs

Querying the dataset ID: TCGA-DLBCL.htseq counts.tsv from the GDC hub returned

a total of 48 DLBCL samples and 60,489 genes. Based on the gene expression in

these samples, the edgeR filterByExpr() function removed low expressed genes and kept

20,022 genes for downstream analysis. The dataset was queried using clinical-stage

criteria, yielding 37 samples (Stage I = 8, Stage II = 17, and Stage IV = 12). Based

on DESeq2, applying p-adjusted value < 0.05, absolute value |LFC| > 0 as cut-off

and Stage I as the reference group, a total of 53 genes (19 down-regulated and 34

up-regulated genes) in Stage II and 207 (102 down-regulated and 105 up-regulated

genes when compared to the reference stage, Stage I) in Stage IV were found to

be differentially expressed. A volcano plot was created to visualize the distribution

of the expression of DEGs across the LFC and p-adjusted value parameters (Figure

4.1).
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Figure 4.1: Volcano plot portraying expressed genes in DLBCL samples. Red and
blue dots indicate differentially expressed up- and down-regulated genes respectively
(p-adjusted value < 0.05) respectively. While the black dots represent non-significant
genes with no difference in expression between stages.

The Venn diagram of common and unique DEGs between Stage II and IV is shown in

Figure 4.2. Twenty-five DEGs are common between the two stages, i.e., the difference

in expression of these DEGs compared to Stage I is maintained throughout Stage II

to Stage IV of DLBCL. Therefore, these genes can be considered as possible drivers

of DLBCL (Table 4.1). The level of changes in LFC was maintained throughout

DLBCL cancer progression, and up-regulated genes in Stage II remained up-regulated
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even in Stage IV when compared to the reference stage, Stage I. The same behavior

was observed for the down-regulated genes (Table 4.1)

Figure 4.2: Venn diagram plot displaying the number of common and unique
differentially expressed genes (DEGs) of DLBCL Stage II and IV. The Venn diagram
was plotted using https://bioinfogp.cnb.csic.es/.
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Table 4.1: Log2 Fold Change (LFC) and p-adjusted values of the common DEGs in
different clinical stages of DLBCL

p-adjusted value LFC

Genename Stage II Stage IV Stage II Stage IV

PTBP1P 3.122E-05 1.63E-06 4.039 4.634

TSPAN1 4.338E-05 0.0002 -3.427 -3.557

C11orf53 0.0001 0.0352 -4.575 -3.505

CTSE 0.0002 0.008 -4.978 -4.93

SPTBN2 0.0002 0.00015 4.248 3.364

BCL2L10 0.0003 0.001 5.005 4.695

RP4-781K5.6 0.0005 0.001 4.594 4.535

MYOCD 0.0006 1.2E-09 3.994 6.670

BARX2 0.001 0.027 -3.651 -3.361

CACNA1E 0.0026 0.0015 3.896 3.806

ADAMTS6 0.0074 0.032 2.364 2.087

VWCE 0.0074 0.00 2.76 2.600

RP11-830F9.7 0.0095 2.1E-06 3.143 3.129

LINC01415 0.0095 0.001 3.726 4.36

CASP5 0.0127 0.001 3.344 4.166

SOX7 0.01 0.011 1.963 1.956

RASGRP4 0.0210 0.011 2.467 2.35

TMEM132B 0.0233 0.006 4.645 4.811

MEFV 0.024 0.01 2.8 2.891

SHANK1 0.027 0.003 -2.906 -3.417

KCNQ1OT1 0.042 2.8E-06 1.697 2.203

CCL8 0.043 0.006 2.717 3.216

FFAR2 0.043 0.004 2.697 3.675

CABLES1 0.046 0.005 2.202 2.858

CXCL2 0.046 0.013 2.663 2.191

4.2 Functional enrichment analysis

The GO functions of Stage II and Stage IV DEGs were evaluated using DAVID.

The Stage II and Stage IV DEGs were mainly enriched in inflammation, immune

response, positive regulation of cell proliferation, negative regulation of cell proliferation,

cell adhesion, calcium ion transport, cell migration, regulation of ion transmembrane

transport, cytoskeleton organization, and cell chemotaxis. The subset of DEGs that

were investigated further in this study by creating their GRNs were those enriched
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in inflammation and immune response, as shown in Table 4.2.

Table 4.2: Results of the gene ontology (GO) analysis executed on Stage II and
Stage IV DEGs

Stages Description DEGs p-value

Stage II
chemokine-mediated signaling pathway

CCL8
CXCL2
CXCL5

1.1E-2

Immune response

CCL8
CXCL2
CXCL5
IGHV4-34
CSF3

1.3E-2

Stage IV
Inflammatory response

CXCL2
CCL8
MEFV
NFKBIZ
NLRP4
TNFRSF10B
ALOX15
HMGB1P1
FPR2
PTX3
SIGLEC1
ZC3H12A

3.6E-4

Immune response

CCL8
CXCL2
TNFRSF10B
CLNK
ENPP3
IL7
PKHD1L1
TNFSF15
IGHV2-70
IGKV4-1

9.2E-3
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KEGG pathways analysis found 2 significant inflammation-related pathways in Stage

II and none in Stage IV (Table 4.3).

Table 4.3: Significantly enriched KEGG pathways for DEGs in DLBCL

clinical stage KEGG pathway p-value DEGs

Stage II

NOD-like receptor
signaling pathway

Cytokine-cytokine
receptor interaction

0.0056

0.012

CXCL2, MEFV, CASP5

CCL8, CXCL2, CXCL5, CSF3

4.3 Co-expression networks inferred using WGCNA

The network topology analysis was applied on the normalized gene expression raw

counts to determine the appropriate soft-thresholding power (β). Normally, the scale-

free topology fit index is set to a value ≥ 0.80, indicating that the network complies

with the requirements of non-scale distribution. Therefore, β was set to 5 and 7 for

Stage II and Stage IV networks respectively (Figure 4.3A and B). Next, the genes were

clustered into modules according to their correlation similarities. The correlation among

modules was calculated, and modules with a strong correlation, i.e., with correla-

tion dissimilarity of less than 25%, were merged into one module (Figure 4.3C and D).

The generated WGCNA modules consist of highly co-expressed genes. The modules

significantly enriched by DAVID GO in inflammation and immune response were the

light-yellow and dodgerblue for Stage II and the tan for Stage IV. The co-expression

networks associated with the above modules are shown in Figure 4.4A and B for

Stage II, and Figure 4.5A for Stage IV. In Stage II, WGCNA identified 2 networks,

one with 5 genes related to inflammation (Figure 4.4A) while the other network

is composed of 3 genes related to immune response (Figure 4.4B). In regards to
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Figure 4.3: Network topology analysis for different soft-thresholding powers in a scale
free fit index function; (A) for Stage II and (B) for Stage IV. Cluster dendrograms
were yielded by the average linkage hierarchical clustering (C) for Stage II and (D)
for Stage IV. The colors beneath the dendrograms represent the module assignments
as determined by the dynamic tree-cutting algorithm.
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Stage IV, WGCNA identified a large network of 19 genes related to inflammation

and immune response (Figure 4.5A). It is noteworthy that the majority of the genes

constituting the WGCNA networks are mainly up-regulated genes, and the progression

in clinical stages leads to an increase in the number of genes involved in inflammation

and immune response.

4.4 Gene regulatory networks inferred using GENIE3

Similar to WGCNA, GENIE3 identified that DEGs related to inflammation and

immune response mutually regulate one another. In Stage II, GENIE3 generated two

sub-networks for inflammation and immune response composed of 4 and 5 DEGs,

respectively (Figure 4.4C and D). In Stage IV, a larger network was identified consist-

ing of 18 DEGs enriched in both inflammation and immune response (Figure 4.5B).

Upon reconstruction of the GENIE3 networks, it was noted that many identified DEG

connections were also reported by the WGCNA algorithm. Out of the 8 DEGs in

WGCNA Stage II networks, 7 DEGs were present in the GENIE3 Stage II networks

(Figure 4.4). In Stage IV, 12 DEGs were present in both WGCNA and GENIE3

networks (Figure 4.5).
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Figure 4.4: A&B represent the co-expression networks of Stage II DEGs related
to inflammation and immune response generated using WGCNA; C&D represent the
gene regulatory networks constructed using GENIE3. The red rectangles represent
up-regulated genes while the blue rectangles represent down-regulated genes.
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Figure 4.5: A represents the co-expression network of Stage IV DEGs related to
inflammation and immune response constructed using WGCNA and B represents the
gene regulatory network constructed using GENIE3. The red rectangles represent
up-regulated genes, while the blue rectangles represent down-regulated genes.
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4.5 Inferential statistical and survival analyses

The statistical analyses were carried out to investigate variances in the mean/median

expression of Stage II and IV GRNs using Stage I as reference. In all of the

comparisons of equal variance across groups, the Kruskal-Wallis and ANOVA algorithms

reported significant difference in expression between the clinical groups (Table 4.4).

This was expected since the networks were composed of DEGs. Additionally, a

statistical analysis was performed to verify whether the expression of the 25 common

DEGs (including the immune and inflammatory DEGs) was maintained throughout

cancer progression from Stage II to Stage IV (Stage IV vs II). The Levene’s test for

homogeneity of variances assumption was satisfied, i.e., the null hypothesis was not re-

jected (p-value = 0.17). Therefore, the ANOVA test was used, giving a p-value of 0.48

ensuring equal means of expression of the 25 common DEGs between stages II and IV.

From the results of the ROC analyses, represented here by the AUC prediction

probabilities, the cut-off values of the Youden index (Formula 2.2) were deduced for

the immune and inflammatory DEGs and are shown in Table 4.5. Among the 5

Stage II DEGs classified by DAVID under inflammation (Table 4.2), 3 genes (CXCL2,

CXCL5 and CCL8 ) have an AUC > 0.7 indicating that their expression values have

a strong prediction for clinical stages I and II. This number increased at Stage IV

with 11 out of 19 genes (CXCL2, CCL8, MEFV, NFKBIZ, TNFRSF10B, FPR2,

PTX3, SIGLEC1, ZC3H12A, IL7, and TNFSF15 ) having an AUC > 0.7 indicating

a significant difference in gene expression between these clinical stages (Table 4.5).
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Table 4.4: Statistical tests of equal expression variances in Stage II and IV networks
relative to the reference stage (Stage I)

Data Groups Statistical Tests Conclusions

Stage II vs I (WGCNA)

1. Levene’s Test:
F value = 17.90
p-value = 3.56e-05

2. Kruskal-Wallis:
χ2 = 26.46
p-value = 2.69e-07

The homogeneity of variance assumption across
groups was rejected. Therefore, the test used
for equal variances was Kruskal-Wallis
algorithm.

The null hypothesis which states that there is no
difference in means was rejected. Therefore, the
expression of the genes in the WGCNA Stage II
GRNs was significantly different compared to
Stage I.

Stage II vs I (GENIE3)

1. Levene’s Test:
F value = 2.16
p-value = 0.14

2. Anova:
F value = 8.99
p-value = 0.003

The homogeneity of variance assumption across
groups was accepted. Therefore, the test used
for equal mean variances was ANOVA.

The null hypothesis which states that there is no
difference in means was rejected. Therefore, the
expression of the genes in the GENIE3 Stage II
GRNs was significantly different compared to
Stage I.

Stage IV vs I (WGCNA)

1. Levene’s Test:
F value = 6.72
p-value = 0.01

2. Kruskal-Wallis:
χ2 = 20.21
p-value = 6.94e-06

The homogeneity of variance assumption across
groups was rejected. Therefore, the test used
for equal variances was Kruskal-Wallis
algorithm.

The null hypothesis which states that there is no
difference in means was rejected. Therefore, the
expression of the genes in the WGCNA Stage IV
GRNs was significantly different compared to
Stage I.

Stage IV vs I (GENIE3)

1. Levene’s Test:
F value = 18.22
p-value = 2.35e-05

2. Kruskal-Wallis:
χ2 = 10.04
p-value = 0.001

The homogeneity of variance assumption across
groups was rejected. Therefore, the test used
for equal variance was Kruskal-Wallis algorithm.

The null hypothesis which states that there is no
difference in means was rejected. Therefore, the
expression of the genes in the GENIE3 Stage IV
GRNs was significantly different compared to
Stage I.
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Table 4.5: Area under the curve (AUC) and Youden Index (YI) cut-off values of
the immune and inflammatory DEGs in Stage II and IV of DLBCL. Values in bold
represent models with AUC > 0.7

Genes AUC YI Cut-off

Stage II

CCL8 0.779 6.285
CXCL2 0.783 6.00
CXCL5 0.732 0.00
IGHV4-34 0.614 12.378
CSF3 0.676 6.700

Stage IV

CXCL2 0.865 5.492
CCL8 0.719 6.833
MEFV 0.729 5.954
NFKBIZ 0.781 9.255
NLRP4 0.214 0.0
TNFRSF10B 0.906 11.037
ALOX15 0.292 3.17
HMGB1P1 0.198 2.0
FPR2 0.766 8.109
PTX3 0.854 4.524
SIGLEC1 0.75 10.500
ZC3H12A 0.875 11.046
CLNK 0.328 1.585
ENPP3 0.156 2.807
IL7 0.781 10.151
PKHD1L1 0.115 2.807
TNFSF15 0.854 7.34
IGHV2-70 0.271 1.00
IGKV4-1 0.229 2.807

53

https://etd.uwc.ac.za/



K-M estimates were calculated for the genes with AUC > 0.7 (Table 4.5) to determine

whether the regulation of genes impacted patients’ survival. Genes with log-rank test

p-value > 0.05 were not reported and their K-M plots are not shown (Figure 4.6).

Patients with a high expression CCL8 and CXCL2 genes had shorter OS in DLBCL

Stage II and I. Similarly, high expression of CXCL2, MEFV, TNFRSF10B, FPR2,

PTX3, SIGLEC1, ZCH312A, IL7, and TNFSF15 genes in Stage IV and I patients

had poorer clinical outcomes (Figure 4.6). Although CXCL5 and NFKBIZ have AUC

> 0.7 in Stage II and IV respectively, their high expression had no prognostic impact

on OS (p-value > 0.05).
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Figure 4.6: Kaplan-Meier (K-M) plots displaying the relationship between gene
expression and patients’ overall survival (OS). A and B represent K-M plots of CCL8
andCXCL2 expression relative to Stage II and I patients’ OS. C-K represent K-M
plots of TNFSF15, MEFV, CXCL2, TNFRSF10B, FPR2, SIGLEC1, ZC3H12A, PTX3,
IL7 expression relative to Stage IV and I patients’ OS.
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Chapter 5

Discussion

Integrated bioinformatics tools were used to analyze the DLBCL dataset to explore

the hub genes and essential functions associated with DLBCL DEGs. Despite its

clinical significance, the genes expression mechanism that contribute to inflammation

and immune response in DLBCL is poorly understood. The findings showed 25 genes

that are commonly expressed throughout Stage II and IV of this lymphoma (Table

4.1). Amongst these genes CCL8, CASP5, and CXCL2 were commonly enriched in

inflammation and immune response in both stages (Table 4.2 and 4.3).

Caspases are important regulators of apoptosis, cell differentiation, inflammation, and

innate immunity (Lan et al. 2009). The enzymes found in CASP5 positively regulate

inflammation (Widmann and Numbers 2007). There is growing evidence-supported

belief that caspases contribute to lymphomagenesis. In this study, the gene ontology

analysis mapped CASP5 in inflammation-associated function. This is in agreement

with a study done by Lan et al., (2009) where caspases were found to play a

crucial role in the regulation of apoptosis, inflammation, and innate immunity in

several NHL, including DLBCL (Lan et al. 2009). Moreover, another study found

CASP5 to be among caspases that contribute to biological processes important

in lymphomagenesis, such as promoting inflammation by playing a pivotal role
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in maturation and activation of pro-inflammatory cytokines such as inflammasome

(Ghayur et al. 1996; Martinon et al. 2002).

The molecular heterogeneity of DLBCL poses a major obstacle to the accurate

classification of DLBCL as well as the development of effective treatments for all

DLBCL patients (Kuang et al. 2021). Three other studies have published reports on

the association of the up-regulation of CCL8 with immunoregulatory and inflammatory

processes in DLBCL (Nakayama et al. 2021; Tamma et al. 2020; Xu-Monette et al.

2016). Based on these results, it may be inferred that even though DLBCL is a

heterogeneous malignancy, CCL8 forms part of inflammatory biomarkers in patients

with DLBCL. However, the exact mechanisms of CCL8 in inflammatory processes

are yet to be reported in DLBCL.

The functional analysis showed that CCL8, CXCL2, CXCL5, IL7, CSF3, TNFSF15,

and TNFRSF10B genes were mainly enriched in inflammation-related functions (Table

4.2). These genes are commonly referred to as inflammatory chemokines which are

inflammatory prognostic biomarkers in cancer (Ansell et al. 2012; Hong et al. 2017).

Inflammatory chemokines are small cytokines that play a role in recruiting immune

cells such as TAM into a site of inflammation (Tamma et al. 2020). Chronic

inflammation has been linked with sustained and excessive production of chemokines

in advanced tumors (Pahwa and Jialal 2019). This may be the case in Stage IV

since more genes are involved in inflammation, as seen in Figure 4.5. The high levels

of chemokines and cell migration are key triggers for promoting the malignancy and

metastasis of tumor cells (Mantovani et al. 2008). Interestingly, chronic inflammation

has been associated with DLBCL in previous studies (Loong et al. 2010; Monti et al.

2005), which supports the results demonstrating chronic inflammation in this study.

In the transformation of follicular lymphoma to aggressive DLBCL, nearly two-thirds
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of the most discriminative genes were related to cellular immune response and

inflammatory processes (Glas et al. 2005; Kiaii et al. 2013). Therefore, chemokines are

potential targets for preventing cancer cell dissemination from primary tumors to the

circulation. Another mechanism that has been observed to lead to tumor metastasis

in different studies in oncology is the recruitment of TAM to TME by inflammatory

chemokines (Argyle and Kitamura 2018). The up-regulation of these chemokines,

as observed in this study, and the presence of immune cells such as TAM in

TME have been demonstrated to be involved in tumor growth, invasion, metastasis,

angiogenesis, and immunosuppression (Fridlender and Albelda 2012; Zhang et al. 2012).

The findings of this study are consistent with reports that associate high expression

of CSF3 in DLBCL with inflammatory response (Zhao et al. 2016). Saunders et al.,

(2021) demonstrated that CSF3 signaling is associated with changes in the immune

infiltrate within the TME and has a strong correlation with gene signatures associated

with pro-tumor immune responses such as CXCL5, CXCL6, and CXCL8 in colon

cancer (Saunders et al. 2021). Furthermore, Kuang et al., (2021) reported CSF3 as

one of the 25 cachexia-inducing factors found in the DLBCL immune microenvironment

that played a non-negligible role in immune regulation in the TME (Kuang et al.

2021). It becomes obvious that the high expression of CSF3 plays an important role in

the TME and may offer a potential therapeutic target and should be further explored.

Tumor necrosis is spontaneous cell death that is usually associated with necrosis-

induced inflammation and controlled by the up-regulation of inflammatory chemokines

such as TNFSF15 and TNFRSF10B which were found to be enriched in inflammatory

responses in this study (Table 4.2). These genes form the tumor necrosis factor

(TNF) family and have been proven to possess both pro-tumor (via nuclear factor-B

(NF-B) pathway) and anti-tumor properties (via activation of c-Jun N-terminal kinase
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(JNK) pathway) (Wang and Lin 2008). However, a study has shown that TNFs act

as pro-tumors in NHL in general, specifically in DLBCL (Song et al. 2017). TNFs

act as a double-edged sword due to their ability to induce tumor necrosis to shrink

the tumor which results in necrosis-induced inflammation leading to more aggressive

patterns of DLBCL growth (Wang and Lin 2008). TNFs also promote tumor growth

by stimulating proliferation, survival, migration, and angiogenesis in most cancer cells

that are resistant to TNF-induced cytotoxicity (Zhou et al. 2018).

Among the genes that remained up-regulated throughout the stages was FFAR2.

FFAR2/FFA2, also known as GPR43, are free fatty acid receptors that have been

proven in numerous studies to have a role in a variety of physiological processes,

including the regulation of inflammatory mediators (Bindels. et al. 2013). FFAR2

down-regulation led to reduced colonic inflammation which usually leads to colon

cancer (Bindels. et al. 2013). Therefore, the up-regulation of FFAR2 in this study

promotes inflammation in DLBCL. In addition, FFARs were found to be among

inflammatory defining genes in a gene expression profiling of gray zone lymphoma

(Sarkozy et al. 2020).

KEGG enrichment analysis suggested the involvement of CXCL2 in two immune-related

pathways in Stage II and CXCL5 in one (Table 4.3). Of these, CXCL2 participates

in nucleotide-binding oligomerization domain (NOD)-like receptor signaling pathway

which has been associated with the production of inflammasomes and several cancer

types with inflamed tissue (Castaño-Rodŕıguez et al. 2014). Activation of NOD-like

receptor signaling leads to the production of numerous pro- and/or anti-inflammatory

signals including interferons, tumor necrosis factors, and cytokines (Zhong et al.

2013). Another study by Zhou and co-workers also associated NOD-like receptor

pathway with host response DLBCL (Zhou et al. 2020).
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The inferential statistical analyses showed the existence of variance in the mean/median

expression of stage II and IV inflammatory GRNs compared to the reference group,

Stage I. Therefore, inflammation is a hallmark of DLBCL that is likely maintained

by the TME and kept active throughout the DLBCL stages leading to tumors with

chronic inflammation. Additionally, the ANOVA test reported no significant difference

in expression of the common DEGs, including DEGs related to inflammation and

immune response, between Stage II and IV. That is, the high expression of the

inflammation-associated DEGs is maintained throughout the stages, demonstrating

possible chronic inflammation in this study. Furthermore, as shown in Figure 4.5,

Stage IV involves more inflammation-associated DEGs, further validating the concept

of chronic inflammation in DLBCL that begins at an early-stage and worsens with

the disease progression. Targeting the set of early-stage connections (Figure 4.4) by

knocking down the genes involved is essential to assess its impact on inflammation

at the advanced stage.

The ROC analyses reported that the expression of certain Stage II and IV

inflammatory DEGs have good discriminating power (AUC > 0.7) with respect to

the reference stage, Stage I. Moreover, the expression YI cut-off values inferred

from these genes associated them with patients’ OS. Selected cut-off values for

chemokines (CCL8, CXCL2, and CXCL5 ) appear to have good discriminating power

to differentiate between clinical stages. This was also true for the TNF family of

genes (TNFRSF10B and TNFSF15 ) in Stage IV. In fact, in the advanced stage

better discrimination due to higher AUC was observed for the TNF genes compared

to other chemokines from early-stage, indicating a trend of new biomarkers controlling

tumor growth.
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Survival analyses of the DEGs that were classified by DAVID to be related to

inflammation showed that the expression of a larger proportion of the DEGs had an

impact on the survival of DLBCL patients. The construction of the overall K-M

plots revealed the association of many inflammatory DEGs with patient survival, and

their elevated expression is linked to poor outcomes. For example, high expression

of the chemokine CCL8 has been associated with poor outcomes in patients with

early-stage DLBCL (Figure 4.6) placing it as well as those interacting with it (Figure

4.4) as primary drivers of inflammation and targets for drug discovery.

The statistical analyses of this study emphasized the effects of TNF on the clinical

outcomes of DLBCL patients. Several other studies have demonstrated that the

overexpression of TNF negatively affects survival in both aggressive and indolent

lymphoma (Pedersen et al. 2005; Pedersen and Sørensen 2003; Seymour et al. 2019;

Warzocha et al. 1997). In this study, it was validated that high expression of

PTX3, MEFV, FPR2, SIGLEC1, ZC3H12A, and IL7 have been shown to have a

significantly poor outcome in advanced-stage patients. A study previously showed that

high Pentraxin 3 (PTX3 ) expression is associated with a poor prognosis in DLBCL

(Carreras et al. 2022). To date, there have been no published work assessing the

prognostic value of MEFV, FPR2, SIGLEC1, ZC3H12A, and IL7 in DLBCL patients

survival. Nevertheless, previous studies reported significant association up-regulation

of FPR2 with immune response, inflammation, and host defense (Xu-Monette et al.

2016), IL7 with immune response (Charbonneau et al. 2012), and ZC3H12A with

genetics and pathogenesis of DLBCL (Schmitz et al. 2018).

The inflammatory response of the reported genes in a DLBCL cell could be due to

stress from the microenvironment (Monti et al. 2005), and that inflammation can

be harmful to cell life. Therefore, studying the microenvironment surrounding tumor
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cells is vital to understanding the causes of inflammation in DLBCL. Targeting the

inflammatory genes can possibly turn off the expression of anti-apoptotic genes and

allow DLBCL death.

62

https://etd.uwc.ac.za/



Chapter 6

Limitations

The networks inferred in this study constituted of up-regulated genes, but the effect

of the down-regulation of SHANK1, CTSE, TSPAN1, BARX2, and C11orf53 as the

pathogenesis of DLBCL progresses remains elusive and require further and deepened

exploration.

It would have been more interesting to perform analyses on all DLBCL stages,

however, in order for an analysis to be significant, WGCNA requires a total number

of samples used between groups to be greater than 15. This was not the case when

combining Stage I and Stage III in this study since Stage III had only 5 available

samples. Therefore, Stage III network would simply be too noisy to be considered

biologically significant, and hence it was not inferred and analyzed.

Even though this study proved DLBCL is associated with chronic inflammation,

functional studies are required to validate these results in a larger DLBCL sample

cohort.
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Chapter 7

Conclusion

The purpose of this study, as discussed in section 1.3, was to reconstruct the

inflammation-associated GRNs of DLBCL across clinical stages, and identify genes in

these networks that are linked to the pathogenesis and progression of DLBCL. This was

made possible by the use of RNA-Seq expression data and the application of different

bioinformatics and statistical methods. This resulted in the discovery of network-centric

genes that are responsible for inflammation and short survival in patients with DLBCL.

This project demonstrated the existence of chronic inflammation in DLBCL, as well

as increasing levels of inflammation as cancer progression continues, as evidenced

by the increased size of the inflammatory network in the advanced stage. The

exhibited networks revealed the involvement of chemokines such as CXCL2, CCL8,

IL7, TNFSF15, and TNFRSF10B and genes from other families, such as caspases, in

the pathogenesis and progression of DLBCL. These genes were also found to have a

significant prognosis value on the overall survival of DLBCL patients. Further work

can be done to test the effectiveness of DLBCL treatment strategies targeting the

above-discussed genes.
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Table A.1: Differentially expressed genes between DLBCL Stage II and I

ensembl gene p-adjusted value LFC
ENSG00000043039 BARX2 0.00125857448277 -3.65171682963786
ENSG00000049192 ADAMTS6 0.007414940545398 2.36437088606225
ENSG00000064655 EYA2 0.000270365339038 -3.89105223724715
ENSG00000079393 DUSP13 0.04659140285072 3.28971247310608
ENSG00000081041 CXCL2 0.046183059182225 2.66323357962152
ENSG00000087494 PTHLH 0.024106589314239 2.66637501474068
ENSG00000103313 MEFV 0.023778588158931 2.79991301764833
ENSG00000108342 CSF3 0.040281528774407 4.41860645591265
ENSG00000108700 CCL8 0.043210890508962 2.71727762890334
ENSG00000117472 TSPAN1 4.33875415758483e-05 -3.42709090123723
ENSG00000124466 LYPD3 0.016234903859388 -1.72215604378848
ENSG00000125618 PAX8 0.016234903859388 -2.29759814520272
ENSG00000125775 SDCBP2 0.039263836766313 -0.909366361862117
ENSG00000126262 FFAR2 0.043210890508962 2.69735067674894
ENSG00000134508 CABLES1 0.045890809553687 2.2018677880535
ENSG00000135480 KRT7 0.009591267324751 -2.9168005497789
ENSG00000137757 CASP5 0.012777090110659 3.34474584568217
ENSG00000137875 BCL2L10 0.000326993611187 5.00503350494086
ENSG00000139364 TMEM132B 0.023384052958253 4.64498851403681
ENSG00000141052 MYOCD 0.000635124921833 3.99471394324698
ENSG00000150750 C11orf53 0.000161056593341 -4.57498126228384
ENSG00000159261 CLDN14 0.04659140285072 3.61482713422454
ENSG00000161681 SHANK1 0.027437008553771 -2.90619448646591
ENSG00000162366 PDZK1IP1 0.002147801028592 -4.2610792719897
ENSG00000163331 DAPL1 0.023384052958253 -3.57567328157941
ENSG00000163735 CXCL5 0.043210890508962 4.32917095014284
ENSG00000164619 BMPER 0.037005802118134 2.78618208633511
ENSG00000167992 VWCE 0.007414940545398 2.7626863676361
ENSG00000169583 CLIC3 0.024863420216287 -1.95659691043809
ENSG00000171056 SOX7 0.0164175524956 1.96397542036314
ENSG00000171777 RASGRP4 0.021000588788647 2.46714758316757
ENSG00000173898 SPTBN2 0.000185096641237 4.2481837893917
ENSG00000175857 GAPT 0.015817387628694 -2.52675374526054
ENSG00000178773 CPNE7 0.032718314115826 -2.03268037243123
ENSG00000182013 PNMAL1 0.004462138272189 4.84661659454258
ENSG00000185933 CALHM1 0.008411562920912 -3.89027586889268
ENSG00000196188 CTSE 0.000161056593341 -4.97762473082687
ENSG00000196611 MMP1 0.039863508333555 4.07776835045208
ENSG00000196943 NOP9 0.002975355817788 0.544129789675922
ENSG00000198216 CACNA1E 0.002695005238933 3.89667768120171
ENSG00000198744 RP5-857K21.11 0.031896754943518 3.32327726022926
ENSG00000211956 IGHV4-34 0.040281528774407 3.90292667217729
ENSG00000230628 RP4-781K5.6 0.000530309604068 4.59431318466852
ENSG00000239998 LILRA2 0.034256580809665 2.33298283812688
ENSG00000247516 MIR4458HG 0.002147801028592 -2.16443843306188
ENSG00000256916 RP11-817J15.2 0.020967029697476 -3.8871059840873
ENSG00000259078 PTBP1P 3.12227873767283e-05 4.03893401535294
ENSG00000261226 RP11-830F9.7 0.009591267324751 3.14390453054503
ENSG00000267325 LINC01415 0.009591267324751 3.72689153449699
ENSG00000269416 LINC01224 0.027708488686373 4.22884339630951
ENSG00000269821 KCNQ1OT1 0.042358266154057 1.69702729559704
ENSG00000270885 RASL10B 0.042358266154057 2.47725290463822
ENSG00000272825 LL21NC02-1C16.2 0.006134241955645 -2.14166495747368
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Table B.1: Differentially expressed genes between DLBCL Stage IV and I

ensembl gene p-adjusted value LFC
ENSG00000012171 SEMA3B 0.0080551972793531 -2.27814079296751
ENSG00000013588 GPRC5A 0.0182332373595419 -3.30570387375667
ENSG00000019102 VSIG2 0.0225040204616075 -2.19468207122905
ENSG00000043039 BARX2 0.0265506786478361 -3.36118002593695
ENSG00000048540 LMO3 0.000197755869877 -4.16709415065189
ENSG00000049192 ADAMTS6 0.0315746385255138 2.08739268913258
ENSG00000050767 COL23A1 0.0415459264841189 -1.95073414821732
ENSG00000058056 USP13 0.0054740008920711 0.913490145654227
ENSG00000064393 HIPK2 0.0054740008920711 1.58936644168583
ENSG00000064787 BCAS1 0.0306857909135208 -2.96261427665607
ENSG00000070601 FRMPD1 0.012727215188364 3.07552933298849
ENSG00000072121 ZFYVE26 0.0326697519983108 0.734122889077704
ENSG00000075643 MOCOS 0.0025344600509646 3.36075623964939
ENSG00000078114 NEBL 0.0043317802905685 -2.87063662527267
ENSG00000081041 CXCL2 0.012727215188364 2.19057027210369
ENSG00000088827 SIGLEC1 0.0311451362065017 3.14774063482562
ENSG00000089685 BIRC5 0.0231191793550127 -1.03251738163298
ENSG00000095932 SMIM24 0.0435967145857963 -2.00543399011126
ENSG00000099810 MTAP 0.0315746385255138 1.304250298861
ENSG00000100154 TTC28 0.039312593856124 0.948712630543442
ENSG00000100426 ZBED4 0.0347137947810801 0.985313021333457
ENSG00000102760 RGCC 0.0191304058646445 -1.68013246448044
ENSG00000102794 IRG1 0.0029774651578346 5.08756487100984
ENSG00000103313 MEFV 0.0096225265946299 2.89086857650538
ENSG00000104432 IL7 0.0198489583280891 1.61589864451849
ENSG00000104974 LILRA1 0.0403249312079825 2.19785030489159
ENSG00000105492 SIGLEC6 0.028557664659224 4.62949762550641
ENSG00000107018 RLN1 0.0070146015480038 -2.27738564417865
ENSG00000108582 CPD 0.0454524748020012 0.983956376163854
ENSG00000108700 CCL8 0.0064959244402167 3.21586607539304
ENSG00000108797 CNTNAP1 0.0029774651578346 2.84669555226769
ENSG00000109684 CLNK 0.0254669975901011 -2.40507017905329
ENSG00000110400 PVRL1 0.0002709134715679 2.51403144843464
ENSG00000111319 SCNN1A 0.0044073777106215 -3.32285570609485
ENSG00000113231 PDE8B 0.0245746176828392 -2.03226816446198
ENSG00000117115 PADI2 0.0152420163902181 3.45254096748188
ENSG00000117472 TSPAN1 0.0002149122559547 -3.55674686188998
ENSG00000118971 CCND2 0.0131181316493276 2.46213184612533
ENSG00000119523 ALG2 0.0064959244402167 0.847655628934464
ENSG00000120889 TNFRSF10B 0.0064959244402167 0.824605539626906
ENSG00000122035 RASL11A 0.0152420163902181 -2.51627864985847
ENSG00000123700 KCNJ2 5.69465658323163e-05 3.41006470024504
ENSG00000124097 HMGB1P1 0.0450592699104166 -2.08489592064968
ENSG00000126262 FFAR2 0.0043233455334087 3.67518249656705
ENSG00000128052 KDR 0.0396860625745521 1.39129016916697
ENSG00000128438 TBC1D27 0.0009518427639386 3.84063415145706
ENSG00000128534 LSM8 0.0191304058646445 -0.96566321560695
ENSG00000132938 MTUS2 0.0186644528991332 -2.72404307915044
ENSG00000134250 NOTCH2 0.0435967145857963 1.14671468718466
ENSG00000134508 CABLES1 0.0054740008920711 2.85810378526979
ENSG00000136014 USP44 0.0435351003878504 2.72754712343898
ENSG00000136160 EDNRB 0.023273397592036 1.3787869111215
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Table B.3: Differentially expressed genes of DLBCL Stage IV vs I (continued)

ensembl gene p-adjusted value LFC
ENSG00000170142 UBE2E1 0.002005129632108 -0.850357255255202
ENSG00000170409 CTA-313A17.2 0.0315349432599015 -3.05220971714422
ENSG00000170421 KRT8 0.0151162782901656 -2.50881172404271
ENSG00000170776 AKAP13 0.0110628076343316 0.726382898860182
ENSG00000170786 SDR16C5 0.000389724740537 -4.30890862913366
ENSG00000170791 CHCHD7 0.0126668093177323 -0.783223817948022
ENSG00000171049 FPR2 0.0127886547672688 3.06820727028513
ENSG00000171056 SOX7 0.010675976543345 1.95627421973198
ENSG00000171345 KRT19 0.0076553783740579 -3.93613403066927
ENSG00000171657 GPR82 0.0409997939206971 -2.95296891142415
ENSG00000171777 RASGRP4 0.010675976543345 2.3549413677555
ENSG00000172201 ID4 0.0415459264841189 -2.07222663191088
ENSG00000172493 AFF1 0.0396860625745521 1.24282350507689
ENSG00000172752 COL6A5 0.0491828042747732 -2.49648799991144
ENSG00000172799 ZBTB8OSP2 0.0435351003878504 -2.52390379342413
ENSG00000173239 LIPM 0.0474257626788713 2.73636622084053
ENSG00000173406 DAB1 0.011922203844216 -3.04991747267122
ENSG00000173898 SPTBN2 0.00015729771068 3.36468869662649
ENSG00000174500 GCSAM 0.0302106271999736 -1.84312562505499
ENSG00000175449 RFESD 0.0419638909135114 -1.18467153520287
ENSG00000176049 JAKMIP2 0.0377908315023455 -2.179124792326
ENSG00000176438 SYNE3 0.0075688622507166 1.2437951976913
ENSG00000177575 CD163 0.0245746176828392 3.07778798084948
ENSG00000178662 CSRNP3 0.0105100384473284 -3.74185612621851
ENSG00000179178 TMEM125 0.0002149122559547 -4.15855909936942
ENSG00000180509 KCNE1 0.0302106271999736 3.01360960533757
ENSG00000181143 MUC16 0.0004835338796713 -5.52437564779146
ENSG00000181634 TNFSF15 0.0059068143881358 1.89939644835946
ENSG00000182158 CREB3L2 0.0174814305744348 1.51517779151068
ENSG00000183117 CSMD1 0.0198489583280891 -2.92729471386845
ENSG00000183248 PRR36 0.0302106271999736 -3.18051075902029
ENSG00000183833 MAATS1 0.000471152127032 3.14971585469776
ENSG00000184292 TACSTD2 0.0361466694422472 -1.58286451091648
ENSG00000185565 LSAMP 0.0306857909135208 -2.56615436753942
ENSG00000185668 POU3F1 0.0300834992674709 2.23433069825331
ENSG00000186594 MIR22HG 0.0225040204616075 1.03501900711919
ENSG00000187045 TMPRSS6 0.0075688622507166 2.9773490411564
ENSG00000187486 KCNJ11 0.0265506786478361 -2.18817836872782
ENSG00000187595 ZNF385C 0.0040137168771352 3.4353245788761
ENSG00000188786 MTF1 0.0225040204616075 1.00734715509738
ENSG00000189043 NDUFA4 0.0435967145857963 -0.774609400888395
ENSG00000196188 CTSE 0.0076553783740579 -4.92981446877325
ENSG00000197081 IGF2R 0.0474284046192058 1.41970666710442
ENSG00000198125 MB 0.0392183912326489 -2.68725304039078
ENSG00000198216 CACNA1E 0.0015451070225996 3.80648050748213
ENSG00000198626 RYR2 0.0048625831392111 -3.15563711884461
ENSG00000198719 DLL1 0.0162697536487791 1.7123556330258
ENSG00000198785 GRIN3A 0.0132012976831993 2.22665846800334
ENSG00000203386 LINC01317 0.0450592699104166 -3.534902547627
ENSG00000203685 C1orf95 0.0498156675355045 2.28387953642016
ENSG00000169385 RNASE2 0.0450592699104166 2.77791968688495
ENSG00000169554 ZEB2 0.0333721184581284 1.26240187395594
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Table B.2: Differentially expressed genes between DLBCL Stage IV and I (continued)

ensembl gene p-adjusted value LFC
ENSG00000136205 TNS3 0.0015451070225996 1.4592692184579
ENSG00000136929 HEMGN 0.0131181316493276 -2.59165324003488
ENSG00000137558 PI15 0.0382263711497532 3.17875221474347
ENSG00000137757 CASP5 0.0006056658454371 4.16627964314157
ENSG00000137875 BCL2L10 0.0009518427639386 4.69518862896482
ENSG00000138119 MYOF 0.0333721184581284 1.88966837941456
ENSG00000138185 ENTPD1 0.0152420163902181 1.33129921949752
ENSG00000138639 ARHGAP24 0.0397726715679785 1.61689979623957
ENSG00000138678 AGPAT9 0.0320810071922897 2.4485668401467
ENSG00000138771 SHROOM3 0.0018140932137202 -3.61847450397684
ENSG00000139269 INHBE 0.026792236137796 -2.10003529133923
ENSG00000139364 TMEM132B 0.0059068143881358 4.81116695690986
ENSG00000141052 MYOCD 1.2170403843048502e-09 6.67066924622333
ENSG00000143816 WNT9A 9.18577349012687e-05 3.45747605281194
ENSG00000144791 LIMD1 0.0058739710970645 1.45148981236211
ENSG00000144802 NFKBIZ 0.0113839088283033 2.35482297735021
ENSG00000145721 LIX1 0.0290592133222244 -3.40719679589278
ENSG00000150750 C11orf53 0.0352139757497171 -3.50517357662055
ENSG00000151835 SACS 0.0087373804161567 1.93106497121009
ENSG00000151876 FBXO4 0.0015451070225996 -0.698081363741058
ENSG00000152229 PSTPIP2 0.0029774651578346 2.91614841499783
ENSG00000152766 ANKRD22 0.0352300870469837 2.91626411109311
ENSG00000154118 JPH3 0.0415459264841189 2.47585474360955
ENSG00000154258 ABCA9 0.0003713355416425 2.96565857558523
ENSG00000154269 ENPP3 0.0111353690485616 -3.4865653621399
ENSG00000154556 SORBS2 0.013016166522899 -2.12187961720396
ENSG00000157303 SUSD3 0.0499457645937296 -1.58023873773983
ENSG00000157833 GAREML 0.0300834992674709 1.42249156782948
ENSG00000158966 CACHD1 0.0401156968666733 1.27725674481363
ENSG00000160447 PKN3 0.0166489799717187 2.04617641226922
ENSG00000160505 NLRP4 0.0009518427639386 -5.72328200561015
ENSG00000161681 SHANK1 0.0029774651578346 -3.41739623101971
ENSG00000161888 SPC24 0.0324059607864822 -1.29540542699127
ENSG00000161905 ALOX15 0.0009518427639386 -3.41916461040407
ENSG00000163563 MNDA 0.0248396705290312 2.83616975897988
ENSG00000163618 CADPS 0.0279107730229619 -2.31760501156194
ENSG00000163661 PTX3 0.0393847823258287 2.05609013281012
ENSG00000163874 ZC3H12A 0.0024413277815428 1.23237758802742
ENSG00000163888 CAMK2N2 0.0314847187798884 -2.58637484594453
ENSG00000164047 CAMP 1.62994604928191e-06 -4.54157902066579
ENSG00000164611 PTTG1 0.0026724138900659 -1.6311508493504
ENSG00000164695 CHMP4C 0.0393847823258287 -2.44262989933113
ENSG00000164742 ADCY1 0.0435351003878504 1.6729987634669
ENSG00000164758 MED30 0.0409997939206971 -0.849264235382671
ENSG00000165078 CPA6 0.0002149122559547 -5.03376557953131
ENSG00000165238 WNK2 0.0306857909135208 -2.87301511168366
ENSG00000166446 CDYL2 0.0450592699104166 0.951811163820251
ENSG00000167779 IGFBP6 0.0320810071922897 -1.76469610255372
ENSG00000167900 TK1 0.0435351003878504 -1.1343650936714
ENSG00000167992 VWCE 0.0002284941017711 2.60034437668822
ENSG00000168594 ADAM29 0.0058739710970645 -2.38457807214895
ENSG00000168952 STXBP6 0.0450592699104166 -3.28886828297119
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Table B.4: Differentially expressed genes of DLBCL Stage IV vs I (continued)

ensembl gene p-adjusted value LFC
ENSG00000204271 SPIN3 0.0474284046192058 2.02644938999801
ENSG00000205038 PKHD1L1 0.0198489583280891 -2.30123750831337
ENSG00000205302 SNX2 0.0064959244402167 -0.830404776449015
ENSG00000205358 MT1H 0.0338585355418436 4.3666793303662
ENSG00000205517 RGL3 0.0181654587591541 -2.32404064420159
ENSG00000205593 DENND6B 0.0377908315023455 -2.11103714959896
ENSG00000211598 IGKV4-1 0.0030743528532098 -4.03488465781606
ENSG00000211829 TRDC 0.0377908315023455 -2.77647208054978
ENSG00000211972 IGHV3-66 0.0058739710970645 -4.12377829781765
ENSG00000212232 SNORD17 0.0393825272504419 1.45064693306643
ENSG00000213073 RP11-288H12.3 0.0166489799717187 1.9121877704805
ENSG00000213231 TCL1B 0.0331189173294702 2.80955658707461
ENSG00000222009 BTBD19 0.0018210446022504 2.44003576968628
ENSG00000224184 AC096559.1 0.0040137168771352 -2.93843448074832
ENSG00000225313 RP11-415J8.3 0.0245746176828392 1.91332932452802
ENSG00000227070 RP11-191G24.1 0.0354006809348203 -2.53292684957212
ENSG00000229666 MAST4-AS1 0.0134179188821547 -2.56070045795315
ENSG00000229921 KIF25-AS1 0.0191236217887054 -3.29037123788946
ENSG00000230061 TRPM2-AS 0.0118318015355181 2.30898792332622
ENSG00000230628 RP4-781K5.6 0.0012449969951687 4.53564559046853
ENSG00000231106 LINC01436 0.0257826223148095 -3.70790744879889
ENSG00000231345 BEND3P1 0.0498156675355045 3.11667246775749
ENSG00000232043 RP4-530I15.9 0.0345212982202113 2.82307062658556
ENSG00000232884 AF127936.3 0.0004690778031771 -4.27783004399558
ENSG00000234184 RP5-887A10.1 0.0333721184581284 -2.76281125685593
ENSG00000237973 RP5-857K21.6 0.0073842309427695 1.68524750588099
ENSG00000241294 IGKV2-24 0.0435351003878504 -3.26776095660522
ENSG00000242612 DECR2 0.0161584912590203 1.92695936779911
ENSG00000243147 MRPL33 0.0118924588375511 -0.893197975505742
ENSG00000243440 AF165138.7 0.0290592133222244 -3.36988570081188
ENSG00000244345 RP11-654C22.2 0.0029774651578346 -3.14176804390245
ENSG00000247675 LRP4-AS1 0.0076077731294433 -3.07142493370033
ENSG00000250138 RP11-848G14.5 0.0435967145857963 2.68210989492626
ENSG00000256751 PLBD1-AS1 0.0013611440973839 2.58547505736682
ENSG00000259078 PTBP1P 1.62994604928191e-06 4.6342226350428
ENSG00000260177 RP4-536B24.3 0.0312469054304134 -2.86094093879842
ENSG00000260979 RP11-77H9.8 0.0029774651578346 -3.34419623334892
ENSG00000261226 RP11-830F9.7 2.16205108485397e-06 3.12939380962182
ENSG00000261618 RP11-79H23.3 0.0142600182364689 2.65417524142108
ENSG00000262636 CTD-3088G3.4 0.0230471653687201 -1.71285135788748
ENSG00000267325 LINC01415 0.0007749306313066 4.3692857617222
ENSG00000269821 KCNQ1OT1 2.82147861150487e-06 2.20380760826682
ENSG00000270344 RP11-734K2.4 0.0224407126671891 -1.15109450538211
ENSG00000272720 CTA-228A9.3 0.0369899440385719 -1.78653802452368
ENSG00000272734 ADIRF-AS1 0.0015451070225996 2.33487034974766
ENSG00000273102 AP000569.9 0.0245746176828392 -2.69705385051449
ENSG00000274443 C8orf89 0.0072719074444676 -3.07776012188047
ENSG00000274576 IGHV2-70 0.0435351003878504 -2.3631776587471
ENSG00000275418 RP11-126O1.6 0.0151672645914482 -2.14704409799634
ENSG00000278970 HEIH 0.0491828042747732 -0.97579203001652
ENSG00000280206 CTB-193M12.5 0.0397726715679785 -1.43506445975165
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