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ABSTRACT

Background and Aims 

Human Immunodeficiency Virus (HIV) type 1 group M subtype C (HIV-1C) accounts for

nearly half of global HIV-1 infections, with South Africa (SA) being one of the countries with

the highest infection burden. In recent years, SA has made great strides in tackling its HIV

epidemic, resulting in the country being recognized globally as the one sub-Saharan country

with  the  largest  combination  antiretroviral  therapy (cART) programme.  Regardless  of  the

potency of cART, the efficacy of the treatment is limited and hampered by the emergence of

drug resistance. The majority of research on HIV-1 infections, effect of antiretroviral (ARV)

drugs and understanding resistance to ARV drugs has been extensively conducted, but mainly

on HIV-1 subtype B (HIV-1B), with less information known about HIV-1C. HIV-1’s viral

Integrase  (IN)  enzyme  has  become  a  viable  target  for  highly  specific  cART,  due  to  its

importance in the infection and replication cycle of the virus. The lack of a complete HIV-1C

IN  protein  structure  has  negatively  impacted  the  progress  on  structural  studies  of

nucleoprotein reaction intermediates. The mechanism of HIV-1 viral DNA’s integration has

been studied extensively at biochemical and cellular levels, but not at a molecular level. This

study aims to use in silico methods that involve molecular modeling and molecular dynamic

(MD) simulations to prioritize mutations that could affect HIV-1C IN binding to DNA and the

IN strand-transfer inhibitor (INSTI) dolutegravir (DTG). The purpose is to help tailor more

effective personalized treatment options for patients living with HIV in SA. This study will in

part use patient derived sequence data to identify mutations and model them into the protein

structure to understand their impact on the HIV-1C IN protein structure folding and dynamics.

Methods

Our sample  cohort  consisted  of  11  sample  sequences  derived from SA HIV-1 treatment-

experienced patients who were being treated with the INSTI raltegravir (RAL). The sequences

were submitted to the Stanford HIV resistance database (HIVdb) to screen for any new/novel

variants resulting from possible RAL failure. Some of these new variants were analyzed to

analyse their effect, if any, on the binding of DTG to the HIV-1C IN protein. Additionally, an

HIV-1C IN consensus sequence constructed from SA’s HIV-1 infected population was used to

model  a  complete  three-dimensional  wild  type  (WT)  HIV-1C  IN  homology  model.  All

samples  were  sequenced  by  our  collaborators  at  the  Division  of  Medical  Virology,

Stellenbosch University together with the National Health Laboratory Services (NHLS), SA.

The HIV-1CZA WT-IN protein enzyme was predicted using SWISS-MODEL, and the quality

of the resulting model validated. Various analyses were conducted in order to study and assess
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the effect of the selected new variants on the protein structure and binding of DTG to the IN

protein. The mutation Cutoff Scanning Matrix (mCSM) program was used to predict protein

stability after mutation, while PyMol helped to study any changes in polar contact activity

before and after mutation. PyMol was also used to generate four mutant HIV-1C IN complex

structures and these structures together with the WT IN were subjected to production MD

simulations for 150 nanoseconds (ns). Trajectory analyses of the MD simulations were also

conducted and reported. 

Results 

A total of 21 new variants were detected in our sample cohort, from which only six were

chosen  for  further  analyses  within  the  study.  A  homology  model  of  HIV-1C  IN  was

successfully  constructed  and  validated.  The  structural  quality  assessment  indicated  high

reliability  of  the  HIV-1C  IN  tetrameric  structure,  with  more  than  90.0%  confidence  in

modelled regions. Of the six selected variants, only one (S119P) was calculated to be slightly

stabilizing to the protein structure, with the other five found to be destabilizing to the IN

protein structure. Variant S119P showed a loss in polar contacts that could destabilize the

protein structure, while variant Y143R, resulted in the gain of polar contacts which could

reduce flexibility of the 140’s region affecting drug binding. Similarly, mutant systems P3

(S119P, Y143R) and P4 (V150A, M154I) showed reduced hydrogen bond formation and the

weakest non-bonded pairwise interaction energy. These two systems, P3 and P4, also showed

significantly reduced to none polar contacts between DTG, magnesium (MG) ions and the IN

protein, compared to the WT IN and P2 mutant IN systems. Interestingly, the WT structure

and  systems  P1  (I113V)  and  P2  (L63I,  V75M,  Y143R)  showed  the  highest  non-bonded

interaction energy, compared to systems P3 and P4. This was further supported by the polar

interaction analyses of simulation clusters from the WT IN and mutant IN system P2 (L63I,

V75M, Y143R), which were the only protein structures that formed polar contacts with DTG,

MG ions and DDE motif residues, while P1 only made contacts with DNA and IN residues. 

Conclusion

Findings  from this  study leads  to  a  conclusion  that  double  mutants (S119P, Y143R)  and

(V150A,  M154I)  may result  in  a  reduction  in  the  efficacy  of  DTG,  especially  when  in

combination. Furthermore,  variants  identified  in  systems  P1  and  P2  may  still  allow  for

effective DTG binding to IN and outcompete viral  DNA for host DNA to prevent strand

transfer. To the best of our knowledge, this is the first study that uses the consensus WT HIV-
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1C IN sequence to build an accurate 3D homology model to understand the effect of less

frequently detected/reported variants on DTG binding in a South African context.  
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Chapter 1 Background and Literature Review

1.1 Background

To date,  due to difficulties  in engineering  a cure for the Human Immunodeficiency virus

(HIV)  type  1  (HIV-1),  being  infected  with  the  virus  is  considered  a  lifelong  condition.

However,  it  is  possible  to  control  and  suppress  the  virus,  thereby  prolonging the  life  of

infected individuals, keeping them healthy and dramatically lowering their chance of infecting

others.  This  is  possible  with the  help  of  medical  care,  through combination  antiretroviral

therapy (cART). South Africa (SA) has been reported to have the largest high-profile HIV-1

epidemic worldwide compared to other countries,  having the largest  population of HIV-1

infected  individuals  (7.7  million),  more  than  any  other  country  in  the  world  as  of  2019

(UNAIDS, 2019). However, the country’s HIV prevention initiatives have been showing a

significant impact on the population (Sidibé  et al., 2016). New HIV infections overall have

fallen by half in the last decade, but, there are still too many reported cases. Since 2010, there

has been a 49% decrease in new HIV infections reported and a 29% decrease on acquired

immunodeficiency  syndrome  (AIDS)-related  deaths  (UNAIDS,  2019).  SA  accounts  for

approximately 19% of the global population of people living with HIV (PLHIV), 15% of the

new infections and 11% of AIDS-related deaths (UNAIDS, 2019). According to Sidibé et al.

(2016), SA accounts for a third of all the new HIV infections in Southern Africa. 

The HIV-1 retroviral ribonucleic acid (RNA) genome encodes for three enzymes essential for

virus replication: Reverse Transcriptase (RT), Protease (PR) and Integrase (IN). Of these, the

HIV-1 IN, an indispensable viral protein responsible for the integration of the proviral DNA

into the human genomic DNA in the cell nucleus, has proven to be a viable target for highly

specific HIV-1 therapy (Brado et al., 2018). Integrase strand transfer inhibitors (INSTIs) fall

under the novel class of anti-HIV agents showing high activity in inhibiting replication of

HIV-1 in patients (You  et al., 2016). A few INSTIs have been developed with others still

under clinical trials, presenting an important advanced step in treatment of HIV-1 infected

patients  using  a  novel  class  of  drugs.  Some of  the  INSTIs  that  have  been approved and

licensed for treatment to date include Raltegravir (RAL), Elvitegravir (EVG), Dolutegravir

(DTG), Bictegravir (BIC) and Cabotegravir (CAB). First appearing on the market in 2007,

INSTIs have fast become staples of the anti-HIV-1 drug arsenal (You  et al., 2016). These

drugs have played a critical role in HIV-AIDS therapy serving as main weapons in the arsenal

for treating HIV-1 infected patients. They are highly potent antiretroviral agents with durable

efficacy and minimal toxicity, completely active against viruses resistant to all other classes
1
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of drugs and internationally approved (Heger et al., 2016). The use of INSTIs has been ruled

safe  and  effective  for  both  treatment-naïve  and  treatment-experienced  patients  through

clinical trials. In patients who could not use other therapeutic agents, INSTIs were observed to

inhibit  viral  reproduction  and  accelerate  plasma  HIV-1  RNA  level  reduction.  Moreover,

according to You  et al. (2016), INSTIs exhibit  strong activity  against  multi-drug-resistant

HIV-1 strains and have a synergistic effect when co-administered with other drug types.

RAL and EVG have been successful  in  clinical  settings,  being highly effective  in  HIV-1

treatment,  but  regardless  of  their  potency,  they  have  a  relatively  low  genetic  barrier  to

resistance  in  patients  failing  therapy.  This  has  resulted  in  rapid  emergence  of  resistance

associated mutations (RAMs) for these drugs (McGee et al., 2018). Furthermore, they share a

high degree  of  cross-resistance,  which necessitated  the development  of  second-generation

drugs of this class, that could retain activity against these resistant variants (Anstett  et al.,

2017). Second-generation INSTIs such as DTG have a high genetic barrier for resistance as

well as limited cross-resistance to RAL and EVG. At present, there is still scarcity of any

long-term data regarding clinical experience with second-generation INSTI use. However, it

has been reported that HIV-1 can become resistant to INSTIs during therapy (McGee et al.,

2018). It has been reported elsewhere that the resistance rates of DTG are lower than that of

EVG which are lower than that of RAL, in head-to-head comparisons (You et al., 2016). A

few researchers have also reported that HIV-1 strains are group-resistant to RAL and DTG.

These reports suggest that HIV-1 strains can become resistant to first and second-generation

INSTIs, thereby affecting the clinical utility of INSTIs. However, compared to other types of

antiretroviral drugs, INSTIs have generally displayed lower resistance rates. 

1.2 HIV-1 Integrase 

1.2.1 Activity

It is characteristic for all retroviruses, including HIV-1, to perform a catalytic integration of

the proviral DNA (vDNA) copy of a RNA genome into the host target DNA (tDNA) (Passos

et al., 2017). Viral IN is a key enzyme in the replication mechanism of retroviruses, mediating

the covalent retroviral integration-insertion process of the vDNA into the tDNA (Mouscadet

et al., 2010). This integration process establishes productive permanent infection within the

host cells, enabling replication and parallel transcription of the newly inserted provirus with

other genes of the host organism (Malet et al., 2014).  Once integrated, the provirus persist in

the host cell and serves as a template for the transcription of viral genes and replication of the

viral genome, leading to the production of new viruses (Mouscadet et al., 2010). During this

2
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process the IN oligomerizes into a higher-order stable synaptic complex (SSC) containing two

vDNA ends (Chen et al., 2000). This is a very important and crucial step in the replication

cycle  of  HIV-1  and  presents  one  of  the  major  underlying  difficulties  in  combating  the

HIV/AIDS pandemic to date (Passos et al., 2017). 

IN  functions  as  a  tetramer  or  higher-order  oligomer  (Rogers  et  al.,  2018).  The  enzyme

catalyzes two reactions namely 3’-processing and strand transfer; for the successful covalent

integration of vDNA into tDNA (Mouscadet et al., 2010). During 3’-processing, the IN first

binds to a short  sequence located at  either end of the long terminal repeats (LTR) of the

vDNA. It catalyzes the removal of two nucleotide bases from the blunt-ended 3’end of each

LTR strands of the vDNA, leaving a recessed 3’CA dinucleotide. After migration into the

nucleus of the infected cell as part of a nucleoprotein complex, IN covalently attaches the

3’processed  vDNA end  to  the  host  cell  DNA and  this  process  is  called  strand  transfer

(Maertens et al., 2010). This second reaction occurs simultaneously at both ends of the vDNA

molecule. Both reactions are divalent cation-requiring transesterification reactions catalyzed

at a single active site (the DDE triad) within the protein’s core structure (Chen et al., 2000;

Mesplède et al., 2014). 

1.2.2 Structure

The HIV-1 IN is a 288-amino acid (32-kDa) protein encoded by the C-terminal part of the pol

gene of the HIV-1 genome (Mouscadet  et  al.,  2010).  It  is  composed of three structurally

independent  domains (Cherepanov  et al.,  2005) as presented in Figure 1.  The N-terminal

domain (NTD, residues 1-49) is a helical bundle containing a conserved ‘HH-CC’ zinc-finger

motif that promotes protein multimerization. This domain is stabilized by the coordination of

a  single  zinc  atom  (Cherepanov  et  al.,  2005).  The  central  catalytic  core  domain  (CCD,

residues 50-212) contains the essential catalytic site characterized by three invariant essential

acidic  residues,  D64,  D116  and  E152,  collectively  referred  to  as  the  canonical  DDE

triad/motif.  This  domain  has  been  reported  to  be  involved  in  DNA substrate  recognition

(Mouscadet et al., 2010). The C-terminal domain (CTD, residues 213-288), which is the least

conserved among retroviruses, contributes to non-specific DNA binding, stabilization of the

IN-DNA complex and oligomerization necessary for  the integration  process  (Chen  et  al.,

2000; Kessl et al., 2009; Mouscadet et al., 2010) and is linked to the catalytic core by residues

195-220, an extension of the final helix of the core domain. 

3
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Figure 1.1: Schematic illustration of HIV-1 IN organization. The approximate positions of

the different IN domains are shown with each domain coloured differently and the specific residues

responsible for the functionality of each domain are highlighted (Wadhwa et al., 2017).  

The  HIV-1  IN’s  CCD  also  belongs  to  a  superfamily  of  DNA/RNA  strand

transferases/nucleases  that  in  addition  to  retroviral  INs  includes  divergent  bacterial

transposases  (Cherepanov  et  al.,  2005).  A flexible  loop  comprising  of  residues  140-149

(commonly known as the 140s loop region), is encompassed by the CCD for conformational

changes that are required for 3’-processing and strand-transfer reactions (Mouscadet  et al.,

2010). These activities have also been reported to require the presence of a metallic cofactor,

which binds to the catalytic DDE triad residues. Each of the IN domains contributes to HIV-1

IN  multimerization  and  is  essential  for  3’-processing  and  DNA strand  transfer  activities

(Cherepanov et al., 2005). HIV-1 IN has become a prime target for anti-HIV drug discovery

because of the essential nature of integration in HIV-1 replication. 

Several partial structural domains of HIV-1 subtype B (HIV-1B) IN have been solved in the

past years and are readily available from the RCSB Protein Data Bank (https://www.rcsb.org/)

Full intasome structures have also been determined for related retroviruses. An intasome is

comprised of a  nucleoprotein complex which is  active in  the integration of  DNA from a

bacteriophage into a host. Regardless of this development, a complete HIV-1 subtype C (HIV-

1C) IN structure is still lacking. However, recently a full length three dimensional structure of

the HIV-1B IN strand transfer complex (STC) intasome in 2017 (PDB ID:5U1C) has been

determined by Cryo-electron microscopy (CryoEM) methods (Passos et al., 2017; Rogers et

al., 2018). This structure (5U1C) has provided a first glimpse of nucleoprotein organization

that could be used as a homolog model for the homology modelling of HIV-1C IN and other

recombinant subtypes. Predicting a 3D structure for HIV-1C and other subtypes using 5U1C

will assist in deducing the effect of known and/or novel HIV-1 cART resistance variants upon

the  IN structure.  This  is  possible  as  5U1C has  a  higher  resolution (3.9 Å) and sequence
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identity  (93.4%) to our target sequence,  relative to other templates from prototype foamy

viruses. However, crystal structures of the prototype foamy virus (PFV) IN in complex with

DNA and INSTIs are available for comparisons as they contain both conserved DDE motifs

and positions of the INSTI drugs making them useful for drug extractions (Maertens  et al.,

2010; Hare, Maertens and Cherepanov, 2012; Rogers et al., 2018).   

1.3 Integrase Inhibitors 

1.3.1 Development 

Integrase inhibitors (INIs), which are currently considered as the novel antiretroviral (ARV)

drugs  in  use,  are  designed  to  block  the  action  of  the  HIV-1  IN  Enzyme.  Blocking  the

integration process of the HIV-1 virus implemented by the IN enzyme can halt any further

spread  of  the  virus.  In  terms  of  pharmacological  development,  two  strategies  have  been

considered in designing INIs (Mouscadet  et al.,  2010). The first targets the free, unbound

protein (3’-processing inhibitors), while the second targets the complex resulting from the

association of IN with vDNA (strand-transfer inhibitors) (Park et al., 2015). Specific Integrase

strand transfer  inhibitors (INSTIs) have turned out to  be effective antiviral  drugs  in  vivo.

Another  sub-class  of  INIs  known  as  the  integrase  binding  inhibitors  (INBIs)  is  still

experimental (Heger et al., 2016). Due to the central and critical place of integration in HIV-1

replication, ARV drugs under the INSTI class have been approved for clinical use in HIV-

infected patients. First appearing on the market in 2007, INSTIs have fast become staples of

the anti-HIV-1 drug arsenal. INSTIs which are presently the novel class of ARV drugs for

HIV-1, are not a cure for HIV infection, but are used as a means of preventing the HIV virus

from multiplying  within  the  host.   This  class  of  anti-HIV agents  shows  high  activity  in

inhibiting replication of HIV-1 in patients (You et al.,  2016). Since these INSTI drugs only

target a distinct step in the retroviral cycle, they may be taken in combination with other types

of HIV drugs to minimize adaptation by the virus. It has also been reported elsewhere that

even though INSTIs were engineered for the treatment of HIV infection, they could be used

for other retroviruses (Brenner et al., 2006).

1.3.2 Function of INSTIs

The  rationale  design  of  INSTIs  has  incorporated  magnesium  (Mg)  chelating  functions

resulting from the important role Mg2+ plays in the catalysis mediated by IN (Grobler et al.,

2002; Mouscadet  et al., 2010). INSTIs operate by actively inhibiting the HIV-1 IN strand

transfer reaction in order to block the integration of the vDNA into the host cell chromosomal

DNA. The active site of the Integrase enzyme binds to the tDNA and it includes two divalent

5

https://etd.uwc.ac.za/



metal cations that serve as chelation targets for INSTIs. But, when an INSTI is present, the

active site of the enzyme is occupied and the integration process is halted (Shah et al., 2014).

The inhibitors bind to the IN associated with the ends of the vDNA, by chelating the metal

cations present in the active site (Mouscadet  et al., 2010). These drugs successfully inhibit

this integration process by selectively binding the cleaved stable synaptic complex (SSC) and

interfering  with the  formation  of  the  stand transfer  complex (STC)  (Passos  et  al.,  2017).

INSTI  molecules  specifically  inhibit  the  strand-transfer  reaction  due  to  (a)  the  chelation

properties  of  Mg2+ cations  involved  in  the  active  site  of  IN,  (b)  pi-stacking  interactions

between their halobenzyl groups and the LTR base immediately upstream of the 3’-CA 3’-OH

and (c) interactions with specific IN amino acids (Malet  et al., 2014; Brenner  et al., 2016).

Consequently, these drugs bind to the complex formed by IN and the vDNA (not IN alone)

and specifically inhibit the strand transfer reaction by displacing the processed vDNA end,

likely by competing with binding to target DNA (Malet et al., 2014).

Due to extensive research efforts, some INSTI drugs have been discovered and developed.

These include Raltegravir (RAL), Elvitegravir (EVG), Dolutegravir (DTG), Bictegravir (BIC)

and Cabotegravir (CAB) (Hu and Kuritzkes, 2011). RAL, EVG, DTG and BIC have all been

approved for clinical use by the United States Food and Drug Association (FDA) in 2007,

2012, 2013 and 2018, respectively (Rogers  et al., 2018). RAL and EVG are considered the

first-generation  INSTIs,  while  DTG,  BIC  and  CAB are  considered  as  second-generation

INSTIs. These drugs have played a critical role in HIV-AIDS therapy, serving now as the

current first-line weapons in the arsenal for treating HIV-1 infected patients. INSTIs have

demonstrated their efficacy against HIV in vitro and in patients, and are particularly useful

against  virus  strains  that  are  resistant  to  other  drug  classes.  The  clinical  use  of  INSTIs

represented a  milestone that  appeared 10 years  after  cART was introduced to treat  AIDS

(McGee et al., 2018). They have been reported to be active against both HIV-1B and non-B

subtypes both in tissue culture and in patients (Mesplède  et al., 2014).   INSTIs therefore

exhibit strong activity against multi-drug-resistant HIV-1 strains and have a synergistic effect

when co-administered with other drug types (Park et al., 2015; Han et al., 2016). Thus, in the

context  of  disclosed  therapeutic  regimen,  INSTIs  have  been  prioritized  as  a  first-line

treatment  for  AIDS  (Mondi  et  al.,  2019;  Mikasi  et  al.,  2020).  Additionally,  INSTI-based

regimens are favoured also for ART-naive HIV-1 patients,  based on improved tolerability,

better drug-drug interaction profiles, dosing (once or twice daily) and a high genetic barrier to

resistance. Presently INSTIs are the primary option across most HIV-1 treatment guidelines,

with the transmission of drug resistance to  this  class being infrequent  (Parczewski  et  al.,
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2017). However, regardless of the potency and effectiveness of INSTI drugs in combating the

HIV-1 virus, reports of resistance genes are rapidly emerging about how the virus is becoming

resistant to these drugs during therapy (Pham et al., 2018; Cecchini et al., 2019).  

1.4 Resistance to INSTIs

Although considerable progress has been made in HIV therapy, drug resistance has always

emerged for every available drug class, threatening long-term care and the potential for a cure

(Anstett  et al., 2015). Using drugs that are generally well tolerated has led to far less drug

resistance than was the case with most categories of antiretroviral compounds (Brenner and

Wainberg, 2017). In multivariate analyses, increased viral suppression has been associated

with better adherence to and the expanded use of INSTIs (Brenner et al., 2016). Resistance to

INSTIs emerges through the selection of mutations in the IN-coding region of the  pol gene

that  affects  susceptibility  of  the  virus  to  the  inhibitors  (Mouscadet  et  al.,  2010).  Drug

resistance testing has played an effective role in selecting appropriate antiretroviral regimens

and advancing life-long HIV-1 treatment.  Brenner  and Wainberg  (2017)  reported  that  the

evolution of drug resistance over time is multifactorial, dependent on the fitness of the mutant

variant, the level of phenotypic resistance that a specific mutation confers, the frequency of

that mutation within a given viral population and the accumulation of secondary mutations. In

addition, reports have been written suggesting HIV-1 can become resistant to INSTIs during

therapy (Fourati et al., 2014). More than 60 mutations have been specifically associated with

resistance to INSTIs  in vitro and  in vivo (Mouscadet  et al., 2010). However, INSTIs have

been observed to be less prone to transmitted drug resistance problems which are usually a

result of a wide variety of substitutions in the HIV genome that can be sexually transmitted

from one person to another (Anstett et al., 2015). 

The advantages of INSTIs have generated interest in whether their use could lead to a decline

in the number of persistently-infected cells in viral reservoirs (Fourati et al., 2014). The use of

INSTIs in ART-naïve and ART-experienced patients raises a greater need to re-evaluate INSTI

resistance in the context of large clinical settings (Fourati et al., 2014; Anstett et al., 2015). As

the use of INSTIs is increasing in clinical practice, drug resistance to different HIV-1 subtypes

have  to  be  carefully  monitored  and  investigated  (Han  et  al.,  2016).  Understanding  the

pathways implicated in the evolution of drug resistance is a requirement for the long-term

efficacy of INSTIs (Brenner and Wainberg, 2017). Signals of HIV-1 strains that are resistant

to first and second-generation INSTIs have emerged, affecting the clinical utility of INSTIs.
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But, relative to other types of ARV drugs, INSTIs have generally displayed lower resistance

rates (You et al., 2016). 

1.5 Resistance Pathways of 1st and 2nd Generation INSTIs

1.5.1 First-generation INSTIs 

RAL is now available for more than 10 years and determinants of genotypic resistance are

well-described  for  this  drug,  and  for  EVG (Charpentier  and  Descamps,  2018).  Research

outputs have reported that RAL and EVG can develop resistance relatively fast, both in vitro

and in patients who are experiencing treatment failure. These first-generation INSTIs have

been found to have a relatively low genetic barrier to resistance, since only a few mutations (1

or  2)  in  HIV-1 IN are  capable  of  greatly  reducing virus  susceptibility  to  either  of  them.

Regardless of their strong efficiency in inhibiting HIV-1 replication, RAL and EVG’s low

genetic barrier to resistance has led to common resistance associated mutations (RAMs) that

threatened  the  long term efficacy  of  highly  active  antiretroviral  therapy  (HAART).  Drug

resistance  has  been  selected  among  virologically  failing  patients  treated  with  agents

characterized  by  the  low  genetic  barrier  to  resistance  (RAL  and  EVG)  following  the

introduction of these INSTIs into clinical practice (Wohl et al., 2014; Parczewski et al., 2017).

HIV-1 treatment with RAL where the viral load is not optimally suppressed during treatment

have resulted in the development of RAMs against this INSTI, and these RAMs vary on the

HIV-1 subtype (Mboumba Bouassa et al., 2019). The effect of RAL on different subtypes has

been considered a critical issue for analysis, because patients undergoing this treatment might

be at  risk of failing INSTI based cART. At least three distinct, but not exclusive,  genetic

pathways defined by two or more mutations, have been reported from clinical trials to be

associated with RAL failure in RAL-experienced patients. These genetic resistance pathways

include a signature/major mutation at Y143C/H/R, Q148H/K/R or N155H located in the CCD

of IN, together with one or more additional associated secondary/minor mutations at L74M,

E92Q,  T97A,  E138A/K or  G140S)   that  resulted  in  higher  levels  of  resistance  (Hu  and

Kuritzkes,  2011).  These  pathways  are  associated  with  virological  failure  and  reduced

susceptibility to RAL (Shah et al., 2014). The most common mutational pattern is the Q148H

in  combination  with  G140S,  which  confers  the  greatest  loss  of  drug susceptibility.  RAL

mutations described in the N155H pathway include this major mutation in combination with

minor mutations; L74M, E92Q, T97A, Y143H, G163K/R, V151I, or D232N. Most N155H

mutants tend to predominate early in the course of RAL failure, but are gradually replaced by

viruses  with  higher  resistance,  often  bearing  mutations  G140S  and  Q148H/R/K,  with

continuing RAL treatment (Wensing  et al., 2017). The Y143R/H/C mutation is uncommon.
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Residues associated with catalytic activity and primary resistance to RAL have been found to

be  highly  conserved  among  all  subtypes,  whereas  variations  in  residues  associated  with

secondary  resistance  have  been  observed  through  research  (Han  et  al.,  2016).  Hu  and

Kuritzkes  (2010)  have  also  reported  that  mutations  that  confer  resistance  to  RAL  are

associated with reduced viral fitness when compared to wild-type virus in the absence of drug

(Hu and Kuritzkes, 2010). Resistance to RAL can emerge in the setting of incomplete viral

suppression as with other antiretroviral drugs (Hu and Kuritzkes, 2010).  

EVG specific resistance pathways involve IN mutations at codons T66I/A/K, E92Q/G, and

S147G (Doyle et al., 2015; Theys et al., 2015; Brenner and Wainberg, 2017). Mutation E92Q

alone reduces susceptibility to EVG by more than 20 fold and causes limited (< 5 fold) cross-

resistance to RAL. For first-generation INSTIs, RAMs via the N155H and G140A or G148R/

H/Q  pathways  will  confer  cross-resistance  to  RAL  and  EVG.  Polymorphisms  and/or

secondary integrase RAMs can also increase resistance and cross-resistance to RAL and EVG

(Brenner  et  al.,  2011;  Doyle  et  al.,  2015;  Brenner  and Wainberg,  2017).  RAL and EVG

treatment  have  suffered  an  extensive  cross-resistance  of  mutations,  highlighting  the

importance of developing new, improved INSTIs.

1.5.2 Second-generation INSTIs

Second-generation INSTIs,  DTG, BIC and CAB, all  possess the quality of higher genetic

barriers and low likelihood of resistance selection among treatment-naïve cases (Tsiang et al.,

2016; Brenner and Wainberg, 2017; Parczewski  et al., 2017). These drugs possess a more

robust  resistance  profile  than  relative  to  first-generation  INSTIs  (Mesplède  et  al., 2014).

Currently,  most  of  the  research  with  regards  to  drug  resistance  and  potency  of  second

generation INSTIs has been conducted on DTG. Very little is known for BIC and CAB. 

DTG can be used as a first-line cART in treatment-naïve patients and can also be used by

treatment-experienced patients,  including those  who have been treated  with  other  INSTIs

(Osman et al., 2015). The drug was approved for use in a broad population of HIV infected

patients due to its effectiveness. Generally, it is believed that the higher genetic barrier of

DTG  to  HIV-1  resistance  is  partially  due  to  its  slow  dissociation  rate  from  IN-DNA

complexes compared to RAL and EVG (Mesplède et al., 2015; Wainberg and Han, 2015; Han

et al.,  2016).  On the other hand, cross-resistance in patients failing RAL and EVG based

regimens  may occur,  even though DTG would  most  likely  retain  at  least  partial  activity

against most variants (Anstett et al., 2015; Tsiang et al., 2016; Parczewski et al., 2017). 
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A general specific pathway of resistance mutations against DTG and/or BIC has not been set

out but there are several RAMs that have been selected in vitro and in vivo against these two

INSTIs. Mutation H51Y has been selected in vitro, while T66I and S147G were selected in

vivo by DTG, but, they do not affect the susceptibility of the drug (Abram et al., 2013; Liang

et al., 2015). On the other hand, mutations T66K, E92Q, G118R, S230R and R263K have

been reported to reduce DTG susceptibility on their own, either in vitro or in vivo (Kobayashi

et al., 2011; Cahn et al., 2013; Vavro et al., 2013; Wijting et al., 2017). Other mutations such

as L74M/F, T97A, E138K/A, Q148H/K, G149A and N155H only reduce the susceptibility of

DTG and BIC when in combination with other INSTI RAMs, especially at codons 138, 140

and 148 (Abram et al., 2013; Cahn et al., 2013; Eron et al., 2013; Vavro et al., 2013; Hardy et

al., 2015; Naeger et al., 2016; Wijting et al., 2017). N155H has been selected by DTG in both

INSTI-naïve and RAL-experienced patients. There has been reports of virological failure for

patients on DTG harbouring N155H mutation at baseline and the development of additional

INSTI RAMs (Hardy et al., 2015; Wijting et al., 2017). According to You et al. (2016), the

resistance rates of DTG are still lower than those of EVG which are lower than those of RAL,

in head-to-head comparisons. 

1.6 Antiretroviral Therapy and Transmitted Drug Resistance

Combination  antiretroviral  therapy  (cART)  has  dramatically  reduced  HIV infection  to  a

chronic  and manageable  disease  resulting  in  a  near-normal  life  expectancy  (Brenner  and

Wainberg, 2017; Brado  et al., 2018). The quality of life for HIV-1 infected individuals has

been significantly improved by the development of cART (Osman et al., 2015). Outstanding

advances in cART in the past 4 decades,  has markedly improved the prognosis of HIV-1

infection and has resulted in a major decline in HIV-1 related morbidity and mortality thus

improving the quality of life,  particularly when used in the early stages of HIV infection

(Brenner  et al., 2016). This has been achieved by the programme contributing to treatment

success  at  the  individual  level  and  also  reductions  in  rates  of  HIV  transmission  at  the

population level (Wainberg, Mesplède and Raffi, 2013). Research has reported that the global

scale-up  of  cART has  resulted  in  approximately  25  –  50%  decline  in  generalized  HIV

epidemics in the middle and low income settings (UNAIDS, 2019). Such findings have raised

optimism  that  Treatment-as-Prevention  (TasP)  may  arrest  the  global  pandemic  by  2020

(Brenner and Wainberg, 2017). In an effort to reach this goal, the World Health Organization

(WHO) has set ’90-90-90’ targets where 90% of all people living with HIV know their status,

90% of those infected are treated with cART and 90% viral suppression is achieved among

those on ART (UNAIDS, 2019).
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With more asymptomatic patients being initiated to cART, treatment goals now require more

robust and durable first-line regimens. Against this background, the addition of new classes of

drugs  is  important  to  limit  the  emergence  of  resistant  strains  (Mesplède  et  al., 2015).

Generally, the optimal choice for salvage therapy for HIV-1 infected patients has been shown

to require at least 2, and preferably 3, fully active drugs (Yazdanpanah et al., 2009). Standard

cART uses a combination of at least 3 ARV drugs that includes agents from more than 1 class

(Han et al., 2016; Brenner et al., 2016). Since the introduction of triple ARV therapy, the rates

of success of therapy as indicated by suppression of plasma viremia to levels below a cut-off

of 50 copies of viral RNA/ml, have increased to almost 90%. This has happened for several

major reasons (Brenner et al., 2016):

(a)  The  drugs  used  in  therapy  are  now more  potent  and  have  longer  half-lives  than  the

compounds that were in use 2 decades ago.

(b) Dosing regimens have become simplified, often because of the use of co-formulations,

some of  which  only  need to  be  taken once-daily,  and this  has  greatly  enhanced rates  of

adherence to ARV regimens.

(c) Drug regimens have become far less toxic and more tolerable over time, and this has also

promoted  adherence  as  well  as  diminished  the  likelihood  of  development  of  HIV drug

resistance against the components of ARV regimens.

Current cART  paradigms typically include two nucleoside reverse transcriptase inhibitors

(NRTIs) as part of a regimen backbone with a third core agent from one of the non-nucleoside

reverse transcriptase inhibitor (NNRTI), boosted protease inhibitor (PI) or INSTI drug classes

(Brenner and Wainberg, 2017). Use of INSTIs is increasing in cART, even though these drugs

are not all equal regarding genetic barrier to resistance (Charpentier and Descamps, 2018).

HIV-1 INSTIs are the most common drug class recommended by the different international

guidelines as a third agent of cART (Charpentier and Descamps, 2018). The INSTI-based

regimens  are  usually  favoured  for  cART-naïve  HIV-infected  patients,  based  on  improved

tolerability, better drug-drug interaction profile, dosing (once or twice daily), excellent side-

effect  profiles  and  high  genetic  barrier  to  resistance  (Miller  et  al., 2015;  Brenner  and

Wainberg,  2017).  Additionally,  these  drugs  were  also  shown  to  be  effective  in  cART-

experienced  HIV  infected  patients  harbouring  viruses  resistant  to  other  drug  classes

(Mesplede  et al., 2014). However, the widespread introduction of the INSTIs into clinical

practice  presents  a  worry  about  transmission  of  drug  resistance  to  this  class  of  ARV

medications (Parczewski et al., 2017). 
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Levels of transmitted drug resistance (TDR) vary widely, depending on many factors, such as

the  population  studied,  availability,  access  to  cART,  duration  of  the  treatment  programs,

quality  of  medical  care,  risk-taking  behaviours,  mode  of  transmission,  and  viral  subtype

(Bennett et al., 2008). In most developed country settings, the use of mono therapy and dual

therapy  in  the  pre-highly  active  antiretroviral  therapy  (HAART)  era  (1980s  and  1990s)

resulted in rapid emergencies of TDR (Manasa et al., 2012). Inzaule et al., (2018) suggested

that HIV-1 TDR could reverse the gains of antiretroviral rollout. He also reported that recent

evidence suggests that TDR is decreasing with the current levels ranging between 5% and

15% in Europe (2007) and 10% and 18% in the United States (Little  et al.,  2008; Davy-

Mendez  et  al.,  2019).  Since  transmitted  resistance  threatens  to  seriously  limit  future

therapeutic  options,  North  American  and  European  treatment  guidelines  recommend

resistance testing for all treatment-naive patients prior to the initiation of cART (Manasa  et

al.,  2012).  This route provides an opportunity to avoid ineffective drug combinations and

allows for individualized optimization of first-line cART (Mboumba Bouassa et al., 2019).

 

1.7 Transmitted Drug Resistance in South Africa and Africa

Until  recently,  most clinicians in Africa,  treating patients infected with multidrug-resistant

virus generally added only 1 new agent to the optimized background therapy (OBT) regimens

(Yazdanpanah et al., 2009). This approach, often necessary because of limited drug options,

put patients at high risk of virological failure and resistance to the new drug agents, as well as

to other agents in the same class (Yazdanpanah et al., 2009). Virological failure occurs when

HIV therapy fails to suppress and sustain a patient’s viral load to less than 200 copies/ml.

Several  factors  such  as  drug  resistance,  drug  toxicity  and  poor  adherence  to  cART,  can

contribute to virological failure (Cecchini et al., 2019; Puertas et al., 2020). In the early days

of the development of cART access programs in Africa, concerns have been expressed that the

rapid massive scale-up of cART would lead to the widespread emergence and transmission of

HIV-1 drug-resistant viruses (Mills et al., 2006; Manasa et al., 2012). Thus, the HIV-1 TDR

could significantly reverse the gains of antiretroviral  rollout,  particularly in  Africa.  These

concerns were largely based on challenges associated with early treatments (high pill burden,

frequent dosing, toxicity) as well as financial constraints that would cause drug ‘stock-outs’

and prohibit essential laboratory monitoring. Pooled data obtained before the widespread roll-

out of cART programs globally showed higher adherence levels in Africa compared to those

in  North  America,  even  though  some  programs  in  sub-Saharan  Africa  did  experience

difficulty  maintaining  constant  supplies  of  drugs.  However,  regardless  of  the  inclined
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adherence levels being maintained following the widespread roll-out of ART, reasons such as

missed drug pick-ups due to family obligations and travel costs have been the leading cause of

viremia and the selection of drug resistance in Africa (Manasa  et al., 2012). According to

Manasa et al. (2012), formalized cART became available in the public health systems of most

African  countries  only  after  2002/2003  with  the  introduction  of  first-line  treatment  with

combination drug regimens consisting of two nucleoside combined with one NRTIs, NNRTIs.

These simple and affordable treatments have been effective up until  now where levels of

primary resistance have remained low (< 5%). However, in other reports, several studies in

southern Africa (Lusaka, Durban, Cape Town) and east Africa have reported TDR rates ≥ 5%

(Price  et  al., 2011).  There  has  been  no  significant  evidence  reported  on  TDR  in  rural

KwaZulu-Natal so far (Price  et al.,  2011). These studies were all conducted in large urban

centres, either in young primagravidas attending antenatal clinics (ANCs) or in treatment-

naïve individuals starting ART (Price et al., 2011; Manasa et al., 2012). 

To ensure that current first-line therapies remain effective, TDR levels in recently infected

treatment-naive patients  need to  be monitored  (Inzaule  et  al.,  2018;  Davy-Mendez  et  al.,

2019). The World Health Organization (WHO) has recommended resistance genotyping of

remnant specimens collected from recently infected treatment-naïve individuals, less than 25

years  of  age  primagravida  women,  individuals  consecutively  diagnosed  with  HIV-1  in

seroprevalence  surveys,  or  individuals  who have laboratory  confirmed evidence of  recent

infection, in all resource-constrained countries (Bennett  et al., 2008). TDR levels in South

Africa have remained low following a downward trend since 2003 (Price et al., 2011; Manasa

et al., 2012). Regardless, there is still a great need for continuous vigilance in the monitoring

TDR, as more patients are initiated and maintained onto cART on a daily basis.

1.8 Molecular Dynamic Simulations

1.8.1 Theory

Molecular dynamic (MD) simulation techniques plays an important role in predicting and

understanding the properties, structure and function of molecular systems (Braun et al., 2019).

Simulation methods are useful for studying structure and dynamics in complex systems that

are too complicated for pen and paper theory, aiding in interpreting experimental data in terms

of  molecular  motions  (Braun  et  al.,  2019).  MD simulations  is  a  powerful  computational

method widely applied in structural biology for delineating motions of proteins at an atomic-

scale via theoretical and empirical principles in physical chemistry (Dodson, Lane and Verma,

2008;  Ode  et  al.,  2012).  These  MD  simulations  allow  for  the  exploration  of  the
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conformational energy landscape accessible to these molecules (Karplus and Kuriyan, 2005).

They represent a well-established method for modelling conformational changes within the

macromolecules,  the  characterization of  which provides  insight  into  the  workings  of  bio-

molecular systems at spatial and temporal scales that are difficult to access experimentally

(Klepeis  et al., 2009). The precision and performance of MD has rapidly improved due to

recent advances in the hardware and software for bio-molecular simulations. Simulations can

now be run on central processing unit (CPU) clusters and graphics processing units (GPUs)

and sophisticated  algorithms are  also being applied  in  simulating  bio-molecules  (Lemkul,

2018). Consequently, MD simulations are also quickly extending the range of its applications

in biology, helping to reveal unique features of protein structures that would be hard to obtain

by experimental methods alone such as macroscopic thermodynamic properties of a protein

(Ode  et  al.,  2012).  MD simulations  can  also  provide  detail  concerning individual  atomic

motions as a function of time; thus, they can be used to answer specific questions about the

properties of a model system, often more readily than experiments (Karplus and Kuriyan,

2005).

1.8.2 General Applications of MD Simulations

MD simulations have been applied as one of the major research tools to study wide ranges of

biological  systems,  bridging  the  gap  between  biological  mechanism,  nuclear  magnetic

resonance (NMR) structures or X-ray crystallography (Kim, Kasprzak  and Shapiro, 2017).

These simulations have been applied in the field of protein chemistry since 1977. Since then,

the performance of this technique has quickly improved both quantitatively (can be applied to

a  wide  group  of  various  systems  in  biology  and  chemistry)  and  qualitatively  (more

parameters/meaningful information can now be derived from MD simulations) along with the

rapid advances in hardware and software on bio-molecular simulations (Lindorff-Larsen  et

al., 2012; Ode  et al., 2012). All results of MD simulations are critically influenced by the

force  fields  (Lindorff-Larsen  et  al.,  2012).  In  a  simple  molecular  system,  all  atoms  and

covalent  bonds connecting the atoms are assumed to be the charged spheres  and springs,

respectively.  Parameters  of  mathematical  functions  describing  the  potential  energy  of  a

system, termed the “force field,” are set to simulate the movements of atoms and molecules.

Potential  energy  refers  to  the  energy stored  in  the  bonds  connecting  atoms in  molecules

(Lodish et al., 2000). Qualities of parameters in the force fields, especially for dihedrals and

electrostatic  potentials,  have  been  improved quantitatively  and qualitatively  over  time by

introducing improved approximation to the quantum ground-state  potential  energy surface

(Ode et al., 2012). Dihedrals also called phi and psi, are torsion angles between two bonds
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(Chakrabarti and Pal, 2001). Gupta defined electrostatic potentials in molecules as the energy

of interaction of a positive point charge with a molecule (Gupta, 2016). Moreover, explicit

introduction of effects  of solvation has contributed to the qualitative improvement for the

precision and performance of MD simulations (Adcock and McCammon, 2006). However,

there is still a need to improve the force field parameters, especially for divalent ions such as

magnesium ions (Mg2+) or manganese ions (Mn2+) that are involved in the catalytic activity of

the HIV-1 IN catalytic  core domain.  Several force fields that  are  commonly used in MD

simulations  include  AMBER (Wang  et  al.,  2004),  CHARMM  (Brooks  et  al., 1983) and

GROMOS (Christen et al., 2005).

1.8.2.1 Applications of MD Simulations in Biology 

Proteins  fluctuate  spontaneously  in  solution.  Research  evidence  has  indicated  that  such

fluctuations play key roles in the specific functions of proteins, such as catalytic reactions of

enzymes (Henzler-Wildman  et  al.,  2007;  Abbondanzieri  et  al.,  2008) or  interactions  with

other  biomolecules  (Thorpe  and  Brooks  III,  2007).  Multiple  experimental  methods  are

available  to  characterize  the  protein’s  dynamic  properties,  but,  it  is  usually  difficult  to

delineate  motions  of  proteins  at  an atomic  scale  (Ode  et  al.,  2012).  MD simulations  are

computational  methods  applied  to  address  the  above  issue.  This  technique  allows  us  to

calculate  movements  of  atoms  in  a  molecular  system,  such  as  proteins  in  water,  by

numerically  solving  Newton's  equations  of  motions  (Adcock  and  McCammon,  2006).

Frequently used force  fields  for  proteins,  such as  the “AMBER” (Case  et  al.,  2005) and

“CHARMM” (Brooks  et  al.,  2009) force fields,  have explicitly  included;  covalent  bonds,

angles, dihedrals, van der Waals, and electrostatic potentials within the formulae.

MD simulations have three major applications within the structural biology field. First, it is

useful  for  the  refinement  of  experimentally  determined  three-dimensional  (3D)  protein

structures (Autore  et al., 2010; Özen  et al.,  2011). Second, it is beneficial in constructing

previously  undescribed  3-D  protein  structures  in  combination  with  homology  modelling

techniques (Baker and Sali, 2001) provided a closely related experimental homolog structure

is available. Third and most importantly, the technique provides a unique tool to address the

structural dynamics of proteins, that is, the time evolution of conformations in solution, at

timescales of nanoseconds to microseconds (Henzler-Wildman and Kern, 2007; Dror  et al.,

2010). Structural snapshots obtained during MD simulations are very helpful in depicting the

unique structural features of proteins (Karplus and Kuriyan, 2005; Dodson, Lane and Verma,

2008).
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1.8.2.2 Applications of MD Simulations in Virology

Viral enzymes are essential for viral replication making them important targets for anti-viral

drug development (Ode et al., 2012). MD simulations have been used to study the basis of the

structural dynamics that allow the HIV-1 viral  enzyme Reverse-Transcriptase (RT) and its

drug to function properly (Zhou et al., 2005; Kirmizialtin et al., 2012). MD simulations have

also been applied in studying the reduction in binding affinity of the NRTIs to HIV-1 RT

(Carvalho, Fernandes and Ramos, 2006, 2007). Simulations studies performed on the HIV-1

PR enzyme and its  substrates have helped to clarify how the viral  precursor is processed

during viral maturation (Hornak et al., 2006; Deng et al., 2011). Moreover, with antiviral drug

resistance becoming a major clinical problem for treatment of virus-infected individuals, MD

simulations are used to examine how viral mutations account for drug resistance at the atomic

level (Cortez and Maldarelli, 2011). Viral resistance to antiviral drugs is primarily caused by

genetic mutations that eventually lead to a reduction in the drug binding affinity to viral target

proteins. Using MD simulations, it was observed that a reduction in the binding affinity of the

PR inhibitors (PIs) to HIV-1 PR can be as a result of a reduction in hydrophobic interactions

(Kagan  et  al.,  2005;  Sadiq,  Wan  and Coveney,  2007;  Chen  et  al.,  2010),  a  reduction  in

electrostatic interactions (Ode et al., 2007; Chen et al., 2010), changes in flexibility at the flap

of the PR (Foulkes-Murzycki et al., 2007) and/or changes in the shape of the inhibitor-binding

pocket  (Ode  et  al.,  2006,  2007).  MD  simulations  are  also  used  to  study  how  genetic

differences  of  the  HIV variants  around  the  world  can  influence  the  efficacy  of  antiviral

inhibitors  (Ode  et  al.,  2007;  Matsuyama  et  al.,  2010;  Kar  and Knecht,  2012).  Thus,  MD

simulations is a valuable tool to assist in studying drug efficacy when genetic information on

drug target proteins is available (Sadiq, Wan and Coveney, 2007). 

1.8.3 Limitations of MD Simulations

Besides the successful applications of MD simulations, the utility of MD simulations is still

limited by two principal challenges: (i) force fields require further refinement to describe all

paramaters  in  a  biological  system,  and  (ii)  high  computational  demands  prohibit  routine

simulations greater than a microsecond in length, in many cases resulting in an inadequate

sampling  of  conformational  states  (Durrant  and  McCammon,  2011).  Currently,  MD

simulations  only  allow  us  to  investigate  protein  structural  dynamics  on  timescales  of

nanoseconds to microseconds (Henzler-Wildman and Kern, 2007; Dror et al., 2010). Since the

processing  speed  of  computers  is  doubling  approximately  every  two  years  according  to

Moore's law, MD simulations studies will probably be extended to simulations of larger and

more complex system at longer timescales of milliseconds in the near future. This will then
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lead to a better understanding of the structures and dynamics of macromolecules involved in

virus–host interactions.  However, there is still  a huge limitation to the application of MD

simulations  especially  in  countries  of  low-income.  MD  simulations  require  higher-

performance-computing systems and in most African countries accessing such resources is

challenging. 

Furthermore, the force fields used are also approximations of the quantum-mechanical reality

that reigns in  the atomic regime (Durrant and McCammon, 2011).  While  simulations  can

predict many important molecular motions, they cannot accurately approximate the quantum

effects when transition metal atoms/ions are involved in binding. To overcome this challenge,

some researchers have introduced quantum mechanical calculations into classic molecular-

dynamics force fields. With such calculations, the motions and reactions of enzymatic active

sites  or  other  limited  areas  of  interest  are  simulated  according  to  the  laws  of  quantum

mechanics, and the motions of the larger system are approximated using molecular dynamics.

While far from the computationally intractable 'ideal' of using quantum mechanics to describe

the entire system, this hybrid technique has nevertheless been used successfully to study a

number of systems such as enzymatic and photobiological systems (Durrant and McCammon,

2011; Groenhof, 2013). Photobiological systems are those that undergo chemical and physical

changes as a result of light or any non-ionising radiation (Groenhof, 2013). 

1.9 Computational Studies of HIV-1 IN Drug Resistance

Computational  methods  involving  comparative  protein  structure  modelling,  molecular

docking and MD simulations, have provided fundamental support to HIV research since the

initial structural studies, helping to unravel details of HIV biology (Forli and Olson, 2015).

Moreover,  computational  protein  models  have  proven  to  be  useful  in  analysing  and

understanding the impact of mutations as well as developing drugs to overcome the structural

and functional influence of mutations associated with drug resistance. With the availability of

structural data, in silico experiments have also been instrumental in exploiting and improving

interactions between drugs and viral protein targets, such as HIV-1 IN. Issues, such as viral

target dynamics and mutational variability, as well as the role of water and the estimates of

binding free energy in characterizing ligand interactions, are areas of active computational

research (Forli and Olson, 2015). 

MD simulations have been extensively applied in the study of HIV-1 IN, particularly in drug

discovery to search for more potent IN inhibitors, understanding molecular mechanisms of
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how HIV-1 IN mutations confer drug resistance. Several ground-breaking findings have been

achieved through MD simulations in understanding drug resistance within HIV-1 IN. Xue et

al. (2012) investigated the molecular mechanism of interactions between an HIV-1 IN-vDNA

complex and the inhibition action of RAL. In their study, Xue and team were able to show

that RAL did not influence interactions between vDNA and HIV-1 IN, but rather the drug

targeted a special conformation of the IN to compete with host DNA blocking the function of

HIV-1 IN. In a follow up study,  in an effort to understand how HIV-1 IN mutations actually

confer drug resistance, Xue and his team employed MD simulations to uncover the molecular

mechanism behind the resistance of HIV-1 IN to RAL (Xue et al., 2013). A detailed analysis

of the results of MD simulations suggested that the Tyrosine143 located in the 140s loop (i.e.

residues  Glycine140 to  Glycine149)  is  a  key anchoring  residue  that  leads  to  stable  RAL

binding. A decrease in the interactions at this residue was reported as one of the key reasons

responsible for the resistance of HIV-1 IN to RAL. These studies by Xue et al. (2012, 2013)

provided a  structural  and energetic  understanding of  the  RAL-resistant  mechanism at  the

atomic level and provided some clues on how to design new drugs that may circumvent the

known resistance mutations. Another research group (Horlando Sampaio Araujo  da Silva  et

al., 2018) aimed to predict novel HIV mutations related to DTG resistance using  in silico

approaches performed MD simulations calculating the binding energy along the time-course

in a bid to establish a framework of searching for new HIV drug-resistant mutations.  They

found that the energy of the Y226K mutant complex showed less binding affinity than other

mutated complexes compared to  the WT. The variant (T226K) was shown to impede the

attachment  of DTG to INT, indicating this  mutant  as  a  possible  resistance mutation.  MD

simulations  were  also  applied  to  understand  the  binding  mode  of  the  EVG  ligand  in

E92Q/N155H HIV-1 IN double mutant system (Chen et al., 2015). It was observed that even

though EVG formed an interaction with the binding site Mg2+,  binding affinity  decreased

relative to the WT. Chen and colleagues also observed interactions being formed between the

mutated residues and active site residues in the E92Q/N155H double mutant structure and

additionally there were structural changes of the 140s’ loop region (Chen et al., 2015). They

concluded that  such structural  changes  would  eventually  cause  functional  changes  of  the

binding pocket leading to HIV-1 drug resistance (Chen et al., 2015). These results could be

helpful for understanding the integration process of the HIV-1 virus and provide some new

clues  for  the  rational  drug  design  and  discovery  of  potential  compounds  that  would

specifically  block  HIV-1  virus  replication.  Ever-increasing  computational  resources,

theoretical and improved algorithms have played a significant role in progress to date, and we
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envision a continually expanding role for computational methods in our understanding of HIV

biology and structure-based drug design (SBDD) in the future (Forli and Olson, 2015).

1.10 Rationale of Study

HIV-1C accounts for nearly 50% of all global HIV-1 infections, while HIV-1B accounts only

for approximately 12%, and approximately 95% of HIV-1 patients in South Africa (SA) are

infected with HIV-1C (Wilkinson et al., 2015). South Africa has the highest burden of HIV

worldwide compared to any other  country,  having the largest  population of HIV infected

individuals (7.7 million) as of 2018 (UNAIDS, 2019) (Levi et al., 2016). In the recent years,

South Africa has made great strides in tackling its HIV epidemic. This has resulted in SA

being recognized as the one sub-Saharan country with the largest cART programme in the

world. On a global scale, SA’s antiretroviral (ARV) treatment programme accounts for 19% of

people on cART. Although cART is potent and life prolonging for individuals infected with

HIV-1, the long-term efficacy of cART is limited by drug resistance. This problem exists in

both resource-limited and developed countries.  But, a vast  majority of research on HIV-1

infections, effect of ARV drugs and understanding any drug resistance to the cART drugs in

use has been extensively conducted on HIV-1B, with less information known about HIV-1C.

As a result  of  the  extensive  research  conducted  on HIV-1B,  all  ARVs have been largely

developed in relation to subtype B. These drugs have been reported to be effective against a

wide range of HIV-1 subtypes (Geretti  et al., 2009). However, other studies have revealed

very poor  cART outcome when associated with HIV-1C infections  (Brenner  et  al.,  2006;

Häggblom et al., 2016; Sutherland et al., 2016). Although subtype C has not been considered

an effective  predictor  for  therapy failure  earlier,  a  recent  trial  indicated  that  HIV-1C has

independent predictors for viral failure (Sutherland  et al.,  2016). Recent studies also have

identified subtype specific differences in DTG cross-resistance pattern in patients failing the

first-generation RAL treatment (Doyle et al., 2015; Brado et al., 2018). 

Additionally, the lack of a complete IN protein structure has negatively impacted the progress

on structural studies of nucleoprotein reaction intermediates. The mechanism of HIV-1 viral

DNA’s integration has been studied extensively at biochemical and cellular levels, but not at a

molecular level. Developing multi-domain structures of the HIV-1C IN would provide insight

into several  areas  including the relative spatial  arrangement  of the three IN domains  and

showing how IN binds to the host and viral DNA ends (Chen et al., 2000). Preliminary data

published  from a  recent  study by our  collaborators  in  the  Division  of  Medical  Virology,

Stellenbosch University, Tygerberg has laid the ground work for this study. In their work they
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have  characterized  the  HIV-1  IN  gene  in  a  South  African  context,  identified  17  natural

occurring polymorphisms and no RAMs in treatment-naïve cART patient samples (Brado et

al.,  2018).  Additional,  genotypic  work  on  HIV-1C IN identified  RAMs that  may  confer

resistance to RAL and also subtype-specific differences that could account for DTG cross-

resistance patterns in SA patients failing RAL treatment as previously reported by (Doyle et

al., 2015). This emphasizes the need for further interrogation of the RAL identified variants to

determine their possible effect on DTG drug binding. Accurate deleterious prediction for non-

synonymous variants within the genetics community is crucial for distinguishing pathogenic

mutations from background polymorphisms in whole exome sequencing (Dong et al., 2015).

Although  most  laboratories  use  online  prediction  tools  such  as  SIFT,  PROVEAN  or

MutationTaster,  either  alone  or  in  combination,  in  order  to  predict  pathogenicity;  their

prediction results are sometimes inconsistent with each other and their relative merits are still

unclear in practical applications (Leong  et al.,  2015). These prediction tools are sequence

based approaches that do not take the energy change of the protein structure into account. This

has presented one of the greatest challenges in whole exome sequencing  studies on the ability

to distinguish pathogenic mutations from a large number of background variations. Structural

approaches allow us to take the immediate amino acid environment into account of the three

dimensional  protein  and  simulate  different  structural  conformations.  Robust  structural  in

silico web servers such as DUET, mCSM and SDM, are computational statistical potential

energy functions that employ environment-specific amino-acid substitution frequencies within

homologous protein families to calculate  a stability score,  which is  analogous to the free

energy difference between the wild type and the mutant protein. Moreover, these in silico web

servers  study the  effect  of  missense  mutations  by  relying  on graph-based signatures  that

encode  distance  patterns  between  atoms  and  are  used  to  represent  the  protein  residue

environment. It is for these reasons that the DUET, mCSM and SDM in silico web servers are

considered superior relative to the pre-mentioned online prediction tools.  As a result,  this

study will  apply a structural approach to this problem trying to show the superiority of a

structural approach (due to the ability to visualize and asses the effect of each variant on the

structure of the protein) to making use of online algorithm prediction tools alone.

1.11 Aim of the Study

This  study  aims  to  use in  silico methods  that  involves  molecular  modeling,  interaction

analyses and molecular dynamics simulation studies to prioritize mutations that will affect

HIV-1C IN drug binding  to  DNA and to  DTG.  The purpose  here  is  to  help  tailor  more

effective personalized treatment options for patients living with HIV in South Africa. This
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study will in part use patient derived sequence data to identify mutations and model them into

the protein structure to understand their impact on the HIV-1C IN protein structure folding

and dynamics. 

1.12 Objectives of the Study

a. Perform multiple sequence alignment of HIV-1CZA sequences from South African HIV-1

infected treatment-experienced patients and identify all the resistance pathways.

b. Perform structural homology modelling of the HIV-1CZA IN protein to generate a wild-

type (WT) structure of the protein.

c. Extract DTG and DNA from homologous structures to construct an HIV-1C IN-DNA-

DTG complex.

d. Determine stabilizing and/or destabilizing effects of all recorded mutations/variants from

the South African cohort, on the HIV-1CZA IN structure using mCSM webserver. 

e. Identify and select mutations that might affect protein-DNA and drug binding and perform

structure preparation for simulation studies.

f. Simulate to determine the effects of the variants/mutations on the HIV-1CZA IN protein

structure in comparison to the WT structure.

g. Determine the loss or gain of crucial interactions between the protein-DNA and the drug

DTG.

h. Calculate  the  change  in  non-bonded  interaction  energies  for  different  protein

conformations to determine stronger and weaker interaction between the protein and drug.

i. Interrogate structural snapshots/conformations for simulation systems to confirm DTG,

MG and DDE motif residue interactions
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Chapter 2 Materials and methods

2.1 Ethical consideration

Data  published  from  a  study  by  our  collaborators  in  the  Division  of  Medical  Virology,

Stellenbosch University, laid the ground work for this study. In their work they characterized

the HIV-1 IN gene in a South African context, identified 17 natural occurring polymorphisms

and no resistance associated mutations (RAMs) in treatment naïve cART patient derived HIV

sequences (Brado  et al.,  2018). The ongoing study has received ethical approval from the

Stellenbosch University Health Research Ethics Committee (HREC); ethics reference number

N15/08/071, renewed once a year. Ethics was obtained under the main study “Tracking the

molecular  epidemiology  and  resistance  pattern  of  HIV-1  in  South  Africa”.  The  study  is

conducted  in  accordance  with  the  ethical  guidelines  and  principle  of  the  international

Declaration of Helsinki 2013, South African Guidelines for Good Clinical Practice and the

Medical Research Council (MRC) Ethical Guidelines for Research. Therefore, the patients’

personal  information  will  be  protected  by  assigning  each  patient  a  research  number.  For

example,  patient 1,  with a unique episode number will  be referred to as P1.  A waiver of

written informed consent was awarded to conduct sequence analyses on these samples by the

HREC of Stellenbosch University, South Africa.

2.2 Study design and location of research

The study conducted was an analytical and descriptive study not statistical, and made use of a

small  sample  set.  At  the  start  of  the  study only 11 HIV patient  samples  sequences  were

available.  All  of the 11 patients  were failing RAL treatment  and this  data  is  not publicly

available. South African patients had their samples submitted for HIV-1 genotypic resistance

testing  at  the  National  Health  Laboratory  Service  (NHLS).  The  NHLS  provides  routine

genotypic antiretroviral drug resistance testing for clinics from the Western Cape, Gauteng

and Eastern Cape provinces.  Notably patients  from different clinics and hospitals  all  over

South Africa form part of the cohort. 

2.3 Inclusion criteria for selection of patient samples

The inclusion criterion for the study was designed to include any patient  who was being

treated with RAL after being suspected of failing a second-line regimen. Selected patients’

files also had to state which regimen was currently or previously used to treat them to ensure

that there was no selection bias during the sample collection process.
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2.4 Sequence retrieval

Our  collaborators  in  the  Division  of  Medical  Virology,  Stellenbosch  University  and  the

NHLS, South Africa, have sequenced the HIV-1 subtype C (HIV-1CZA) Integrase (IN) gene

and generated a consensus sequence (Brado et al., 2018; Chitongo et al., 2020; Obasa et al.,

2020).  The  consensus  sequence  was  constructed  from  a  South  African  HIV-1  infected

population  in  DNA nucleotide  sequence  format.  The  11  HIV-1CZA  IN  DNA nucleotide

sequences for South African HIV-1 treatment-experienced patients, who were suspected of

failing RAL treatment, were also sequenced by our collaborators. The wet-lab work was done

in the laboratories at the Division of Medical Virology, at Stellenbosch University, Tygerberg

Campus by Dr. Obasa  (Obasa, 2019). We selected the 11 sequences to identify known or

novel mutations that account for RAL resistance,  and determine if  these mutations would

affect DTG drug binding. For this purpose we used a variety of bioinformatics methods and

tools to quantify the effect of any mutations on the HIV-1CZA IN protein structure. 

2.4.1 Sequence translation

To  perform  a  multiple  sequence  alignment  (MSA)  and  homology  modelling  with  the

consensus IN sequence, all sequences had to be translated from nucleotide sequences into

protein  sequences.  The online  ExPASy – Translate  Tool  (https://web.expasy.org/translate/)

allows  the  translation  of  a  nucleotide  sequence  of  either  DNA or  RNA,  into  a  protein

sequence. This online tool was used to translate the nucleotide sequences into amino acid

(AA)/protein sequences. Sequences were submitted individually to the online tool, while the

genetic code and output format were left at default settings. The longest open reading frame

(ORF) was selected in  a  FASTA format  for further  analysis  as  it  showed more sequence

coverage and to avoid the use of truncated sequences.

2.4.2 Multiple sequence alignment

A multiple  sequence alignment  (MSA) involves  aligning 3 or more sequences  to identify

regions of conservation or to determine mutations in a cluster of sequences. Several programs

are available online that perform MSA. For this project, we used the Clustal Omega program

(https://www.ebi.ac.uk/Tools/msa/clustalo/),because  it  is   freely  available  on  the  web,

frequently  cited,  has  a  fast  algorithm  and  can  accommodate  more  than  1000  sequences

(Sievers  et al., 2011). We performed our MSA for the 11 sample cohort translated protein

sequences  against  the HIV-1CZA IN consensus  sequence considered here as  the wild type

(WT) sequence. The aim of the MSA was to identify the location of the mutations/variants

among the  sequences  relative  to  the  HIV-1C IN consensus  sequence.  The MSA program
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employed  the  global  alignment  algorithm  that  involves  an  end-to-end  alignment  of  the

sequences  involved.  The  amino  acid  sequences  were  uploaded  to  the  Clustal  Omega

webserver as a single FASTA file, all other parameters were left at default settings. The output

of the MSA was downloaded in a ClustalW format with character counts and saved in FASTA

format.

2.4.3 Detection of known IN RAMs and new mutations

In order  to  assess  the  type  of  mutations  experienced in  South Africa  as  a  result  of  drug

resistance  to  HIV-1C  ART  using  RAL,  the  original  patient  nucleotide  sequences  were

submitted  to  the  Stanford  HIVdb  database  (https://hivdb.stanford.edu/hivdb/by-mutations/)

for  screening.  The HIVdb program is  a  genotypic  resistance  interpretation  algorithm that

operates by accepting nucleotide IN sequences and returns inferred levels of resistance that is

hyperlinked to data in the HIV Drug Resistance Database for the most commonly used IN

inhibitors  (http://hivdb.stanford.edu).  The  program  screened  for  IN  major  RAMS,  IN

accessory RAMs, polymorphic mutations, INSTI RAMs and any new mutations in the sample

sequence cohort. 

2.5 Homology modelling  

The three  dimensional  (3D) homology model  of  the tetrameric  WT HIV-1CZA IN protein

enzyme  was  predicted  using  SWISS-MODEL,  an  open  access  web-server  dedicated  to

structural  homology  modelling  of  protein  structures.  Tools  for  template  selection,  model

building, and structure quality evaluation can be invoked from within the SWISS-MODEL

workspace directly (Waterhouse et al., 2018). All the steps involved in model construction are

discussed below.

2.5.1 Template search and target-template alignment

On the SWISS-MODEL workspace, the target HIV-1CZA IN consensus sequence was pasted

and used to search for homologous protein sequences using the BLAST (Camacho  et al.,

2009) and HHblits (Remmert  et al.,  2012) search algorithms, to identify similar structural

template(s) in the Protein Data Bank (PDB). The identified potential template(s) were ranked

according to the template quality and predicted features of target-template alignment.  The

highest-ranking  template  was  selected  for  3D homology  modelling  on  the  basis  of  high

sequence identity, coverage and the global model quality estimation (GMQE) score. 
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2.5.2 Model construction

The three dimensional (3D) co-ordinates for the protein model was built automatically using

the  target-template  alignment  as  input  for  the  ProMod3  software  in  SWISS-MODEL

(Waterhouse et al., 2018). Here, the atomic coordinates for the backbone atoms of side chains

that are conserved between the target and the template are extracted from the template by

satisfaction of spatial restraints and imposed onto the newly built protein model. Insertions

and deletions are automatically remodelled using a fragment library within the tool and side

chain  placements  are  optimized.  Finally,  the  geometry  of  the  resulting  protein  model  is

regularized by using a force field. To resolve problematic loop regions, ProMod3 is used for

loop modelling, but, if it fails an alternative protein model is built with PROMOD-II (Guex,

Diemand and Peitsch, 1999). The WT tetrameric HIV-1CZA IN enzyme protein structure was

built using the 5U1C homologous template using PROMOD-II and the final output of the

resulting model was downloaded in PDB format containing all 3D atomic coordinates.

2.6 Model quality evaluation

Validating the reliability of the generated protein model is very important to infer accurate

interactions between the protein-drug and DNA. As part of quality assessment, the generated

tetrameric  3D  homology  model  of  HIV-1CZA IN  was  subjected  to  various  3D  structure

assessment programs, including the SWISS-MODEL Structure Assessment program and the

Structure  Assessment  Verification  Server  (SAVES)  (http://servicesn.mbi.ucla.edu/SAVES/)

quality checks that included tools like; ERRAT, PROVE and VERIFY3D. 

The  SWISS-MODEL webserver  produces  inbuilt  quality  assessment  scores  for  generated

protein models such as: Qualitative Model Energy Analysis (QMEAN) and GMQE scores.

QMEAN is  a  composite  scoring function describing  the  major  geometrical  aspects  (local

geometry, torsion angle potential of amino acids, long-range interactions, solvation potential

and solvent accessibility) of protein structures. It is able to derive both global (for the entire

structure) and local (per residue) absolute quality estimates on the basis of one single model.

QMEAN scores  are  originally  in  a  range  of  zero  to  four,  with  any  value  less  than  two

considered  to  be  good.  GMQE is  a  quality  estimation  that  combines  properties  from the

target-template  alignment  and the  template  search  method.  The resulting  GMQE score  is

expressed as a number between 0 and 1, reflecting the expected accuracy of a model built

with that alignment and template and the coverage of the target. Generally, high numbers

close  to  1  indicate  high  reliability  of  the  tertiary  target  model(s)  (Benkert,  Biasini  and

Schwede, 2011). 
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A Ramachandran plot was also calculated and used to assess the structure of the HIV-1CZA IN

homology  model.  This  plot  (also  known  as  a  Ramachandran  diagram  or  a  [φ,ψ] plot),]  plot),

originally developed in 1963 by G. N. Ramachandran, is a diagram  to visualize energetically

allowed regions for a polypeptide backbone, torsion  angles  psi (ψ] plot), ) against phi (φ) of amino

acid residues  present in a  protein structure (Ramachandran, Ramakrishnan and Sasisekharan,

1963). It is used to analyse the structure of a protein, the conformation of the amino acids

present in the protein and close contacts between the atoms. It also provides an overview of

excluded regions that show which rotations of the polypeptide are not allowed due to steric

hindrance (collisions between atoms). The Ramachandran plot for a particular protein may

serve as an important indicator of the quality of its 3D structure. 

The external quality evaluation of the WT-IN protein model was done by assessing the PDB

atomic coordinates of the model through the ERRAT, PROVE and VERIFY3D tools. The

ERRAT program assessed the overall quality factor of the model  and a good quality structure

should  correspond  to  values  of  90% and/or  higher  (Colovos  and Yeates,  1993).  ERRAT

analyzes the statistics of non-bonded interactions between different atom types and plots the

value  of  the  error  function  against  the  position  of  a  9-residue  sliding  window  which  is

calculated by a comparison with statistics from highly refined structures (Colovos and Yeates,

1993). Volume of the atoms in the protein model was determined using PROVE. The program

calculates the volumes of atoms in macromolecules using an algorithm that treats the atoms

like hard spheres and calculates a statistical Z-score deviation for the model and compares it

to Z-scores of highly resolved (2.0 Å or better) and refined (R-factor of 0.2 or better) PDB-

deposited  structures  (Pontius,  Richelle  and  Wodak,  1996).  Absolute  Z-scores  of  <  3  are

considered reasonable for predicted protein models and is comparable to structures of high

resolution.  VERIFY3D assessed the compatibility  of the tertiary atomic protein model by

comparing it to its own amino acid sequence (Eisenberg et al., 1992). This program analyses

by assigning a structural class based on its location and environment (alpha, beta, loop, polar

and nonpolar) and comparing the results to high resolution models. Finally, PyMol (DeLano,

2002) was used to assess the structural similarity between the predicted 3D target model and

template  structure(s)  using  the  root  mean  square  deviation  (RMSD)  value

(https://pymolwiki.org/index.php/Align).  A lower  RMSD  value  indicates  higher  structural

similarity to the structures with respect to the backbone conformation.
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2.7 Generation of the complex HIV-1CZA IN model

A tetrameric protein structure of the modelled HIV-1CZA IN WT protein in complex with

magnesium ions (MG), DNA and the drug DTG was assembled for further analysis. DTG was

considered as the drug of choice due to its  high genetic barrier  to resistance and also its

improved efficacy and potency against multiple resistance mutations. To achieve this goal, the

HIV-1CZA IN protein was aligned to the prototype foamy virus (PFV) IN structure, which was

in complex with MG and DTG, using PyMol (DeLano, 2002). This was done to determine the

accurate location of MG ions and DTG relative to our HIV-1CZA IN protein structure. Both the

MG ions and DTG were extracted from the PFV IN (PDB ID: 3S3M). Similarly, the DNA

was extracted from 5U1C onto our HIV-1CZA IN structure using the PyMol align command.

2.8 Selection criteria of variants of interest and generation of mutant HIV-

1CZA IN complex systems

All the new variants identified using the Stanford HIVdb program in our sample cohort were

further interrogated based on their vicinity to the binding pocket and the 140s loop region of

the HIV-1CZA IN. This was done to prioritize mutations that might have a causative effect on

the protein structure and in particular DTG drug binding and DNA binding. PyMol was used

to measure the distance of each mutation relative to the region of interest. We considered a

threshold cut-off distance of < 3 Angstroms to select which variants to consider in our study

for further assessment. Mutant IN complex systems that carried selected variants for our study

were also prepared from the WT IN structure. For the introduction of mutations into the WT

structure,  we  used  the  PyMol  mutagenesis  wizard  and  created  four  IN  mutant  complex

structures  each  containing  the  mutations  and  labelled  them  P1,  P2,  P3  and  P4.  These

identifiers will be used throughout the study to refer to the different structures. 

2.9 Stability predictions and the loss or gain of polar interactions

 In this study, the mutation Cutoff Scanning Matrix (mCSM) program was used to predict

stability of the protein after mutation. The mCSM program is a  structure-based method taking

advantage of the protein structural information that has been accumulated on the impact of

mutations within the 3D space of natively folded proteins (Pires, Ascher and Blundell, 2014).

This program typically attempts to predict either the direction of change in protein stability on

mutation (as a classification task) or the actual free energy value (ΔΔG) as a regression task.

Before assessing the effect of selected variants on the stability of the protein, we used the

Gromacs software (Spoel,  2011) to  energy minimize our HIV-1CZA IN complex structure.
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After the energy minimization we went on to upload our WT HIV-1CZA IN structure in PDB

file format into the mCSM online tool followed with a list of variants. We did this in order to

test  for  the  effect  of  these  variants  on  protein  stability  and  protein-DNA affinity.  Each

mutation was tested separately for its effect on protein stability.

We also used PyMol to study if there were any changes in polar interactions of the residues

that underwent  mutation within the HIV-1CZA IN. The loss or gain of polar contacts was

calculated for residues in the immediate environment of the mutated residue. Mutations were

introduced using the mutagenesis wizard tool of PyMol and the results were tabulated. This

was done to determine if the loss or gain of an interaction occurred in the immediate amino

acid  environment  of  the  protein  residue  thereby  affecting  the  protein’s  fold.  This  was

calculated for each of the six mutations. Besides looking at static single changes we also ran

simulations to understand the effect of amino acid changes on the dynamics of the protein.

This is further described below.  

2.10 Molecular dynamics simulations

All  input  files of the systems to be used for molecular  dynamics (MD) simulations  were

prepared  via  the  CHARMM-GUI  platform  (Brooks  et  al.,  2009).  Each  of  the  steps  for

structure preparation is discussed in more detail below.

2.10.1 Preparation of MD simulation input files with CHARMM-GUI

CHARMM-GUI is a web-based platform designed to interactively build and prepare complex

systems for input to a reproducible bio-molecular simulation protocol using several simulation

packages including Gromacs (Brooks et al., 2009).  In an attempt to generate a series of input

files for MD simulations in explicit solvent conditions, the solution builder interface found

under the input generator of CHARM-GUI was employed (Jo et al., 2008). We employed the

solution builder interface to solvate the WT and four mutant IN complex systems (P1, P2, P3

and P4) with water molecules. These five systems were prepared separately by uploading the

atomic coordinates of each of the Protein-DNA-MG-DTG complexes to the CHARMM-GUI

solution builder interface within the input generator (Jo et al., 2008; Lee et al., 2016b). Each

system was solvated in a rectangular TIP3 water-box with 10Å distance between the edges of

the box. The topology and coordinates for each system was generated using the CHARMM36

all-atom  force  field  (Huang  and  MacKerell,  2013) and  CHARMM  general  force  field

(Vanommeslaeghe et al., 2009) for DTG. The CHARMM force field was chosen because it is

compatible  with  Gromacs  software,  it  is  a  bio-molecular  force  field  containing  validated

parameters suitable for simulating drug-like molecules and DNA nucleotides in a biological
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environment and it primarily targets biological systems (Huang and MacKerell, 2013). Each

system was neutralized by adding counter ions to each of the systems. For the WT, P1 and P4

systems; 310 potassium ions (K) and 252 chloride ions (Cl) were added, while for the P2 and

P3 systems we added 309 K and 252 Cl ions. Each system was at a final concentration of

0.15M for simulation dynamics.

2.10.2 Energy minimization

The  input  files  for  energy  minimization  of  the  various  complex  integrase  systems  in  an

aqueous  solvent  environment  were  generated  by  the  CHARMM-GUI  solution  builder

interface (Lee et al., 2016a). 50 000 steps of energy minimization using the steepest descent

minimization  integrator  were  used  to  energy  minimize  the  WT  system  of  the  solvated

complex structure using the CHARMM36 force field (Vanommeslaeghe  et al.,  2009), and

applying constraints to hydrogen bonds using the LINCS constraint algorithm. The number of

energy minimization steps employed were to ensure that the systems reached convergence

(meaning  becomes  fully  relaxed  with  no  steric  hindrance).  All  this  was  performed  with

Gromacs  software  version  5.1  (Spoel,  2011).  Similar  parameters  were  used  to  energy

minimize the WT system and the four mutant systems.  Gromacs version 5.1 was used for

running all the simulations (Spoel, 2011). At the start of the project Gromacs version 5.1 was

available and we note there are newer versions of the software that has been released.

2.10.3 System equilibration

Equilibrating  the  solvent  and  ions  around  the  protein  is  the  next  step  after  energy

minimization. Attempting unrestrained dynamics without equilibrating the system will most

likely result in the system collapsing (Lemkul, 2018). Equilibration is performed to obtain a

stable thermodynamic ensemble for any conditions desired.  This is  because the solvent is

mostly optimized within itself and not with solute. It therefore needs to be brought to the

desired temperature we use for simulation and establish the proper orientation about the solute

(the protein)  (Lemkul,  2018).  Once the correct  temperature is  achieved (based on kinetic

energies), pressure is then applied to the system until the proper density is reached (Lemkul,

2018).  Usually equilibration of bio-molecular simulations is  conducted in two phases: the

isothermal-isochoric ensemble and the isothermal-isobaric ensemble. It is often considered

more robust to first equilibrate the temperature of the system before applying a barostat to

control the temperature.
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The  isothermal-isochoric  ensemble  also  known  as  the  canonical  (NVT)  ensemble  is  one

where  the  number  of  particles  (N),  volume  (V)  and  temperature  (T)  of  the  system  are

conserved. In NVT, the temperature of the system should reach a plateau at the desired value

(Lemkul, 2018). We ran the NVT equilibration of all five systems for 200 picoseconds (ps) to

stabilize the temperature of the system. The V-rescale temperature-coupling (Bussi, Donadio

and Parrinello,  2007; Wong-ekkabut and Karttunen, 2012) method was used for the NVT

ensemble, with constant coupling of 1 ps at 303.15 K.  

The next phase of equilibration (NPT ensemble), which involves equilibrating the pressure

(and thus also the density) of the system, was executed. Within the isothermal-isobaric (NPT)

ensemble, the number of particles (N), pressure (P) and temperature (T) of the system are

conserved. The short position restraint NPT was ran for 500 ps for each of the five IN systems

to stabilize the pressure by relaxing the systems individually, keeping the proteins restrained.

For NPT, the Nose-Hoover pressure coupling (Nosé, 1984; Evans and Holian, 1985; Hoover,

1985) was turned on with constant coupling of 1 ps at 303.15 K under conditions of position

restraints (h-bonds) selecting a random seed/starting structure value. Electrostatic forces were

calculated for both NVT and NPT using Particle Mesh Ewald method (Essmann et al., 1995).

2.10.4 Production molecular dynamics

Upon completion  of  the  two  equilibration  phases,  the  system will  be  equilibrated  at  the

desired temperature and pressure (Lemkul,  2018).  Position restraints  can now be released

from the protein at this stage and the simulation will proceed in an unbiased manner. This

phase of the MD simulation is often referred to as ‘unrestrained or production MD’. Initially

the WT system was subjected to a 300 nanoseconds (ns) simulation in a bid to determine the

time at which the system attains equilibrium. The conditions of the simulation involved no

restraints  on hydrogen bonds,  a simulation integration time step of 0.002 ps and the MD

trajectories  were  recorded  every  10  ps.  We  discovered  through  analysis  that  the  system

reached  equilibrium  at  90  ns.  Therefore  all  mutant  systems  were  subjected  to  150  ns

simulations  under  similar  conditions  as  that  of  the WT. The production simulations  were

performed separately in duplicates to validate reproducibility of results.

2.11 Analysis of MD simulations

Thermodynamic parameters such as potential energy, temperature, pressure and density for

the systems were calculated using gmx energy. Various simulation trajectory analyses for the

WT and  mutated  HIV-1CZA IN  systems  were  considered  which  included  the  root-mean-

square-deviation  (RMSD);  root-mean-square-fluctuation  (RMSF);  radius  of  gyration  (Rg);
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intramolecular hydrogen bonds (HB); pairwise distance measurements, non-bonded pairwise

interaction analysis and extraction of structural snapshots/conformations over the last 50 ns

for  interaction  analysis.  These  analyses  of  the  trajectory  files  were  done  using  Gromacs

utilities. 

RMSD and RMSF were calculated using gmx rmsd and gmx rmsf, respectively. The RMSD

analysis shows the average displacement of the atoms relative to a reference structure (usually

the first  frame of the simulation) over the course of the simulation (Benson and Daggett,

2012; Martínez, 2015). The RMSF measures the average fluctuation of a particular atom, or

residues over time (typically the time-averaged position of the particle) (Martínez, 2015). Rg

was calculated using  gmx gyrate to determine if the system reached convergence or remain

fully  folded over the 150 ns  simulation.  This analysis  is  an indicator  of  protein structure

compactness, describing the overall spread of the molecule and is defined as the root-mean-

square distance of the collection of atoms from their common center of gravity (Lobanov,

Bogatyreva and Galzitskaya, 2008). The total number of hydrogen bonds between the protein

and drug was calculated using gmx hbond. Moreover, pairwise distance analysis between the

drug and MG was done using gmx pairdist tool to measure how the distance between the drug

and MG varied over the progression of the simulation. The non-bonded pairwise interaction

energy  analysis  was  calculated  using  gmx  energy.  In  the  calculations,  the  energy  terms

considered included the coulombic electrostatic energy and the Lennard-Jones energy. This

non-bonded interaction energy is not a free energy or binding energy. The RMSF and Rg

analyses were calculated over the last 60ns of the simulation whereas HB, pairwise distance

and  non-bonded pairwise  interaction  analyses  were  calculated  over  the  last  50  ns  of  the

simulation for 1000 frames, for all systems. These specific timeframes of the simulation were

considered for the specific analyses because that was the most stable part of the simulation.

Interaction analysis was performed on structural snapshots/conformations of the five different

IN systems that were extracted over the last 50 ns for every 10 ns. The snapshots were used to

calculate polar interactions between DTG, MG and any residues of the protein within the

specific timeframes using PyMol. 
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Chapter 3 Results

3.1 Demographic information

Our  study  population  consisted  of  11  individuals  that  were  suspected  of  failing  RAL

treatment, after having failed a second-line cART regimen. HIV-1-positive patient samples

were  obtained  randomly,  without  any  knowledge  of  drug-resistance  patterns,  from  the

diagnostic  section  at  the  Division  of  Medical  Virology,  Stellenbosch  University,  and  the

South African National Health Laboratory Services (NHLS). Samples were collected between

March  2017  and  February  2018.  We  excluded  patient  samples  with  no  previous  cART

regimen  history  and  patients  receiving  first-line  cART  treatment  regimen.  Further

demographic data are available on request from Dr Jacobs.

3.2 Multiple sequence alignment and mutation detection

A multiple sequence alignment (MSA) was performed for the 11 South African (SA) patient

sequences obtained from our colleagues (sample cohort),  with the HIV-1CZA consensus IN

sequence used as the reference sequence. From the MSA we were able to observe significant

similarities among the sample cohort sequences relative to the consensus sequence. Figure 3.1

shows that the DDE motif residues (D64, D116 and E152) in the catalytic-core domain of the

IN are conserved in all the sequences. Furthermore, the residues in the 140s loop region (140-

149)  are  also  highly  conserved (Figure  3.1).  We used the  automated  report  of  mutations

obtained from the HIVdb Program of the Stanford University HIV Drug Resistance Database

(last accessed March 2019) to compile a list of all mutations found in a South African cohort

possibly failing RAL-treatment for HIV-1C infection. Table 1 shows the list of all mutations

identified  from  the  HIVdb  program  of  the  Stanford  University  HIV  Drug  Resistance

Database: 
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Table 1: List of mutations present in SA’s patients’ samples who are suspected of failing

HIV-1C RAL treatment

Known INSTI resistance associated 

mutations

Y143R

Different Integrase accessory 

mutations

T97A, G163E / Q, E157Q, S230R

Naturally occurring polymorphisms E25D, I31V, I50M, I72V, L74I /M,Y100F, I101L, V112T,

A124T, A125T, Q136K, I201V, I218L/ T, I234L, A265V,

K269R, A278D, G283D/ S
New mutations observed in our South

African sample cohort

S24N, S39C, L63I, V75M, I84M/V, E96D, I113V, S119P,

G134N,  I135V,  V150A,  M154I,  S195C,  T206S,  T210A,

K211Q/R, K215N, K219Q, I220V, S255G, V281M 
Abbreviations of amino acids: A – Alanine, D – Aspartic acid, E – Glutamic acid, G –Glycine, I – Isoleucine, K –

Lysine, L – Leucine, M – Methionine, N – Asparagine, P – Proline, Q – Glutamine, R – Arginine, S – Serine, T –

Threonine, V – Valine, Y – Tyrosine. 

From the list of known primary RAMs associated with RAL failure, we only identified the

Y143R mutation in our sample cohort (Table 1). Moreover, all the previously reported IN

accessory  mutations  and  naturally  occurring  polymorphisms  (Brado  et  al.,  2018) were

detected in our samples. An additional 21 variants were also detected, which are novel in the

South African cohort. 
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Figure  3.1:  MSA alignment  of  the  11  patient  sequences  against  the  HIV-1CZA IN

consensus. Sample sequences were renamed P1 – P11. The numbering on the sides represents the

amino acid residue position. Amino acid residues are also assigned colours according to their different

properties,  with small and hydrophobic residues coloured red; acidic residues coloured blue; basic

residues coloured magenta;  hydroxyl/sulfhydryl/amine residues  coloured green and unusual  amino

acid  residues  coloured  grey. An  increased  number  of  conserved  regions  within  the  sequences  is

observed, symbolized by the asterisk (*) at the bottom of the alignment. However, some residues

among the sequences are not conserved as shown by colons (:) and gaps. This is assumed to be due to

mutations or deletions of the residues at random positions.
34

https://etd.uwc.ac.za/



3.3 Homology modelling 

The  homologous  cryoEM  intasome  structure  with  PDB  ID:  5U1C  was  selected  for  the

construction  of  the  tetrameric  3D structure  of  HIV-1CZA IN  protein.  The  criteria  for  the

template selection were based on several factors that included; sequence identity, coverage

and the GMQE score.  5U1C presented the highest sequence coverage (1.0) and sequence

identity (93.40%) to our target sequence relative to other templates (Chitongo  et al., 2020).

The GMQE score of 0.85 was closer to 1.00, indicating a high confidence in the quality of the

homology model.  The final output  of the resulting model was downloaded in a PDB file

format containing all 3D atomic coordinates. Figure 3.2 shows the 3D cartoon representation

of the tetrameric HIV-1CZA IN protein homology model.

Figure 3.2: 3D cartoon representation of the HIV-1CZA IN tetrameric structure predicted

with SWISS-MODEL. Chain A is coloured green, Chain B is coloured cyan, Chain C is coloured

magenta and Chain D is coloured yellow. Two dimer chains of the HIV-1C IN are shown folding and

coming into contact to form a tetramer structure as expected from the template. The tetramer folds in

such a way that identical chains (Chain A and C) will be on the inside of where they will come in

contact with the drug and DNA, while identical outer chains (Chain B and D) will be exposed to the

solvent molecules. 
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3.4 Model quality evaluation

The QMEAN score was found to be -1.47 for the 3D tetrameric structure of HIV-1CZA IN and

is close to its native state. This result indicated a high level of confidence in the modelled

structure.  Moreover,  the GMQE value of 0.79 is  close to 1 and indicates a high level of

confidence  and reliability  in  the  predicted  HIV-1CZA IN homology  structure.  A very  low

RMSD score (0.173 Å) was calculated with PyMol align command between the HIV-1CZA IN

homology  model  and  template  5U1C  (Table  2).  This  indicates  very  little  deviation  of

backbone carbon atoms between target and template, suggesting high homology and structural

similarity between the structures. The overall quality factor score, as evaluated by ERRAT for

the HIV-1CZA IN homology model, demonstrated that all residues in the four chains of the

tetramer (Chains A-D) had a low error rate for the 3D structure, making it comparable to high

resolution crystal  structures  (1.5-2.5 Å) (Table  2).  The PROVE test  tool  showed that  the

volume of the atoms in the protein model was carefully assigned, with only a 6.60% margin

of error for the predicted protein model. The protein model was also considered compatible

based on the assessment by the VERIFY3D tool, where 80.12% of the residues had a 3D-ID

score ≥ 0.2, allowing the model to pass the assessment (Table 2). 

Table 2: Scores for tetrameric HIV-1CZA IN protein model quality evaluation parameters

Swiss Model PyMOL SAVES
Parameters Superimposition VERIFY3D ERRAT PROVE
GMQE = 0.79

QMEAN = -1.47

RMSD =  0.173

Angstroms

80.12%  of  the

residues  have  a

3D-ID  score  ≥

0.2 Pass

Overall  Quality

Factor

A: 97.0588

B: 89.5000

C: 94.7581

D: 95.4082

Buried  outlier

protein  atoms

total  from  1

Model:  6.60%

error

The Ramachandran plot for HIV-1CZA IN shows that the model also satisfied stereo-chemical

restraints;  the  phi-psi  dihedral  angle  distribution  of  most  residues  were  in  favourable

conformations.  Output  from  the  assessment  of  the  homology  model  of  the  IN  with  the

Ramachandran plot indicated that the 3D model contained 92.80% of the residues in favoured

regions, with very little outlier residues (0.94%). Additionally, out of 7788 bonds within the

structure, none were reported to be bad bonds but 69 bad angles were recorded from a total of

10530 angles  which  marks  an  error  of  approximately  0.65%. Bad angles  result  from the

geometry of amino acids and/or their side chains assigned inappropriately resulting in steric

clashes. Based on these results, the generated 3D HIV-1CZA IN protein model was considered
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reliable for any further use within the study. The bad angles and bonds were resolved using

the energy minimization procedure.

3.5 Generation of a DNA-MG-DTG complex homology structure

Aligning the PFV IN (PDB ID: 3S3M) amino acid sequence with the HIV-1CZA IN protein

sequence using Clustal Omega pairwise sequence alignment, provided a sequence identity of

more than 60% and in addition, all the active site residues were conserved. Based on this

result, the PFV IN was considered reliable because it showed good homology to our HIV-1C

IN mainly with  the catalytic  motifs  and it  was  also one of  the  most  accurate  IN protein

structural  templates  available  which  were  bound  to  MG  ions  and  DTG.  The  sequence

conservation allowed us to perform a structural alignment using PyMol between the PFV IN

complex and HIV-1CZA IN structure to extract and obtain the correct position of the MG ions

and the drug DTG. The HIV-1CZA wild type (WT) IN, in complex with MG, DNA and the

drug DTG w successfully prepared by extracting MG ions and DTG from the PFV IN and

DNA from 5U1C using  PyMol.  The resulting  3D tetrameric  HIV-1CZA IN protein  model

structure is presented in Figure 3.3. This arrangement of integrase oligomers bound to the

viral/host DNA chimera has been referred to as the intasome core structure (Passos  et al.,

2017; Rogers et al., 2018). 
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Figure  3.3:  Complete  3D  structure  of  the  HIV-1CZA-IN-MG-DNA-DTG  complex  homology

model.  Chain A is coloured in green, chain B in cyan, chain C in magenta and chain D is coloured

yellow.  The  MG ions  are  represented  as  yellow spheres  while  DTG is  represented  as  red  sticks

(Chitongo et al., 2020). A pair of dimers is shown encapsulating the viral/host DNA chimera, in which

the two inner molecules  (chains A and C)  directly interact  with DNA, while  the  outer  molecules

(chains B and D) have protein-protein interactions with the two inner dimers. 

3.6 Interaction Analysis 

3.6.1 Interactions of DTG with IN active site

The complete HIV-1CZA IN complex structure was initially energy minimized successfully

using Gromacs. This was done to relax the bond angles of the amino acid residues within the

structure before any analysis was performed including calculating polar interactions between

the protein and drug. Figure 3.4 (a) shows the 3D representation of the binding pocket of HIV-

1CZA IN, where MG ions and DTG are in contact with the DDE motif. It is observed that DTG

makes strong polar contacts with the two Mg2+ ions within the active site. The drug also forms

polar contacts with DNA residues THY11 and GUA22.
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Figure 3.4: HIV-1C IN active site showing interactions with DNA, MG and drug DTG.

Magnesium2+ ions (green spheres) are shown sitting in close proximity with DTG (cyan) where the

binding pocket (DDE motif) residues are labelled and shown as sticks. Two DNA residues: THY11

and GUA22 (magenta sticks) are shown expressing polar interactions with DTG and the drug also

interacts with both MG ions as shown. Dashed yellow lines show polar contacts (Chitongo  et al.,

2020). Polar contacts calculated within 3.5Å or less.

3.6.2 Selection of variants for analysis 

After considering the threshold cut-off distance of < 3 Angstroms between the variant and

binding pocket residues or the 140s IN loop region, we had six out of the 21 new variants that

were found in our sample cohort sequences (from Table 1). Upon further assessment,  we

analysed all the 11 patient derived viral sequences in our cohort, for the six variants of interest

and obtained four separate  distinct  sequences that  carried at  least  one of  the selected six

variants. Thus, the four different HIV-1C IN mutant complex systems that we generated were

a representative of the four different sequences that contained the variants of interest. Mutant

complex structure P1 had a single I113V mutation; structure P2 had three mutations: L63I,

V75M and Y143R; structure P3 had two mutations: S119P and Y143R; while structure P4

also had two mutations: V150A and M154I. 

3.6.3 Protein stability and polar interaction calculations

Of the six new variants selected, all of them were found to be slightly destabilizing to the

protein structure, except for one (S119P), which was calculated to be slightly stabilizing to the
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protein structure (Table 3). Furthermore, variant L63I showed increased DNA binding affinity

(Table 3), while variants V75M and I113V showed highly increased protein-DNA affinity

values. Variants S119P, V150A and M154I demonstrated highly reduced DNA affinity values

(Table  3)  and  mutation  Y143R  also  showed  reduced  protein-DNA  affinity  values.

Interestingly, only variant S119P showed a loss in polar contacts, while Y143R showed a gain

in  the  number  of  polar  contacts  formed upon introduction  of  the mutation,  but  the other

variants showed no change in the number of interactions with surrounding residues (Table 3).

Only  variant  V75M had  a  direct  interaction  with  one  of  the  DDE motif  residues,  D64.

Interestingly none of the variants made a direct contact with the drug DTG. A figure showing

the localization of all the selected variants relative to the catalytic site (DDE motif) and drug,

DTG, is presented in Appendix B

Table 3: Stabilizing and destabilizing effects  of  selected variants on protein stability,

DNA binding  affinity  and  assessment  of  changes  in  polar contacts  before  and  after

mutation

Protein Stability

change

Protein-DNA

affinity change

Polar contacts

Wild residue Predicted ΔG Predicted ΔG Before mutation After mutation
L63I -1.120 1.596 1 (T115) 1 (T115)
V75M -0.883 4.504 2 (D64) 2 (D64)
I113V -1.817 2.055 2 (Q136, E138) 2 (Q136, E138)
S119P  0.632 -2.072 3 (N120, THY29d) 0
Y143R -0.147 -1.321 0 1 (CYT10d)
V150A -1.509 -3.864 2 (S153, M154) 2 (S153, I154)
M154I -0.736 -2.493 2 (V150, L158) 2 (A150, L158)
Negative  ΔG  values  for  protein  stability  suggest  a  destabilizing  effect  while  positive  ΔG  values  suggest

stabilizing effect.  Negative  ΔG values for protein-DNA suggest a reduction in the protein’s affinity for DNA

whereas positive ΔG values suggest an increased affinity for DNA by the protein.
dInteractions with DNA nucleotides

Abbreviations of DNA nucleotides: CYT – Cytosine, THY - Thymine

3.7 Production MD simulations

In this study, comparative MD simulations were performed in order to study the difference in

protein dynamics of the WT and mutant HIV-1CZA IN enzymes. Before we could perform

molecular dynamics simulations on the WT IN system and the four mutant systems (P1 – P4),

the backbone and side chains of the structures had to be relaxed to achieve a low potential

energy and be equilibrated to conditions of constant temperature and pressure for both the

solvent and protein. After energy minimization and the equilibration processes, the systems

were subjected to 150 ns of unrestrained molecular dynamic simulations. 
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3.7.1 Energy minimization of HIV-1CZA IN structures 

It is always necessary to relax the solvated system to a low energy-state before beginning MD

simulations; otherwise any simulation will likely be unstable. This ensures that the system has

no  steric  clashes  or  inappropriate  geometry.  The  process  of  energy  minimization  moves

positions of atoms according to the forces acting upon them (Lemkul, 2018). It is impossible

to know whether or not a system is at its global energy minimum, but this is not necessarily

the goal of energy minimization,  rather it  aims to find a reasonable starting point for the

simulation (Lemkul, 2018). Two very important factors are to be considered when evaluating

the success of the energy minimization process. First, the potential energy (Epot) should be

negative (for a protein in water) and within the order of 105-106 kJ mol-1, depending on the

system size and number of water molecules (www.mdtutorials; Lemkul, 2018). Second, the

maximum force (Fmax)  must  be no greater  than 1000 kJ  mol-1  nm-1 as  targeted within the

energy minimization mdp file. 

All  our  systems  were  successfully  energy  minimized  by  the  steepest  descents  method

converging to Fmax values of less than 1000 kJ mol-1. The potential energies (EP) of the five

systems were all negative (Table 4) and within the range -4.72 to -4.74 x 105 kJ mol-1. This

energy minimization process was duplicated for each system for statistical reproducibility and

a similar trend with the results was obtained (Table 4).  

Table 4: Energy minimization results for the WT and P1-P4 complex mutant systems

 Epot x  E05  (kJ

mol-1)

Fmax x E02 

(kJ mol-1 nm-1)

Duplicates  Epot x  E03  (kJ

mol-1)

Fmax x E02 

(kJ mol-1 nm-1)
WT -4.731 9.831 WT -4.734 9.252
P1 -4.731 9.154 P1 -4.740 9.559
P2 -4.722 9.239 P2 -4.736 9.537
P3 -4.725 8.271 P3 -4.737 9.248
P4 -4.738 8.072 P4 -4.725 9.320

3.7.2 Equilibration of HIV-1CZA IN structures

The  canonical  (NVT)  ensemble,  where  the  number  of  particles  (N),  volume  (V)  and

temperature (T) of the system are conserved, was successfully executed. The NVT ensemble

equilibration process saw the WT and mutant systems successfully subjected to a state of

constant temperature between the solvent and protein. Average temperature ranges of 299.83

– 299.87 K were obtained for all systems, including the duplicates. Moreover, the systems

were  also  successfully  equilibrated  to  constant  pressure  conditions  under  the  isothermal-

isobaric (NPT) ensemble, where the number of particles (N), pressure (P) and temperature (T)

of the system are conserved. This resulted in very low average pressure (0.608 – 1.169 Pa) for
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the individual systems and almost constant average density (1045.52 – 1045.78 kg/m3) for the

protein in the various systems.

3.8 Simulation trajectory analyses

In this study, comparative MD simulations were performed in order to study the difference in 

protein dynamics of the WT and mutant HIV-1CZA IN enzymes.

3.8.1 RMSD analysis

The backbone root mean square deviations (RMSDs) for the five HIV-1CZA IN systems were

calculated using the  g_rms tool, by performing a least square fit to the initial structure. To

examine  the  extent  to  which  mutations  affect  the  protein  structure,  RMSD  values  were

determined for WT and mutant protein structures. We calculated the RMSD for the backbone

atoms from the initial structure to measure the convergence of the protein systems. Trajectory

analysis of the RMSD of the backbone indicated that the WT and the P1-P4 mutant systems

reached  equilibrium after  80  ns  (Figure  6).  The  initial  increase  in  RMSD values  before

equilibrium  time  (80  ns)  was  due  to  the  energy  minimization  and  equilibration  steps

(Dewdney et al., 2013). We report mean and standard deviation values for RMSD values. For

the duration of the simulation, the WT structure had an average RMSD value of 0.332 ± 0.038

nm. Among the mutants, structure P3 had slightly larger RMSD deviation values compared to

the other structures, attaining a maximum RMSD value of 0.340 ± 0.032 nm followed by P1

and P2, which had values of 0.331 ± 0.038 nm and 0.322 ± 0.026 nm, respectively. P4 had the

lowest RMSD value of 0.285 ± 0.029 nm. For the repeat simulations, the RMSD values for

the WT, P1, P2, P3 and P4 structures were 0.330 ± 0.031 nm, 0.329 ± 0.023 nm, 0.318 ±

0.044 nm, 0.338 ± 0.045 nm and 0.294 ± 0.034 nm, respectively. The values are similar and

follow  a  similar  trend  to  those  obtained  in  the  original  simulation  run.  Throughout  the

analysis, structure P3 gave the maximum deviation (Figure 6), while the WT and mutants P1

and P2 exhibited intermediated deviation and mutant P4 showed the least amount of RMSD

deviation. All the structures had backbone deviations that were similar in range varying by at

least  0.02 nm, except  for complex P4.  The average backbone RMSD values suggest  that

substitutions  at  residues  150 and 154 may  result  in  reduced flexibility,  as  observed  with

complex  structure  P4  (carrying  mutations  V150A and  M154I).  Variations  in  the  average

RMSD values of the P1, P2 and P3 mutant systems lead to the conclusion that these mutations

could positively affect the dynamic behaviour of IN, thus providing a suitable basis for further

analyses.
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Figure 3.5: Backbone RMSDs of the WT HIV-1CZA IN protein and variant systems P1,

P2, P3 and P4 at 300K are shown as a function of time. All complexes have RMSD values

within similar ranges shown by overlapping lines except for P3 that shows a lower RMSD value. At

approximately 80 ns all  systems reached equilibrium. Black line colour indicates WT IN, red line

colour indicates P1 IN (I113V), green line colour indicates P2 IN (L63I, V75M, Y143R), blue line

colour indicates P3 IN (S119P, Y143R) and yellow line colour indicates P4 IN (V150A, M154I).  

3.8.2 RMSF analysis

In order to determine how the mutations affect the dynamic behaviour of residues, the root

mean square fluctuation (RMSF) values for the WT and mutant structures were calculated.

For the RMSF trajectory analysis, the single chain A (monomer) of the IN protein in contact

with  the  drug,  MG and  DNA was  considered.  The  mean  RMSF values  of  WT residues

fluctuated within the range of 0.104 ± 0.057 nm in the entire simulation period (Figure 7).

Moreover,  the  P1  system  showed  a  maximum  flexibility  of  0.136  ±  0.070  nm,  while

complexes P2, P3 and P4 exhibited flexibility of 0.116 ± 0.061 nm, 0.111 ± 0.065 nm and

0.114 ± 0.061 nm, respectively. Values of 0.111 ± 0.566 nm, 0.133 ± 0.083 nm, 0.118 ± 0.065

nm, 0.109 ± 0.072 nm and 0.116 ± 0.080 nm were obtained during the repeat simulation for

the WT, P1, P2, P3 and P4 structures, respectively. RMSF analysis of the fluctuations showed

that variant systems P1 and P2 had more flexible regions compared to WT and other mutant
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structures (Figure 7). From Figure 7, it is shown that fluctuations of amino acids were largest

in the regions 208-257 with all systems. Slight fluctuations were also observed at residues 1-

45, 142-143 and 160 for P1; residues127, 146 and 154 for P2 and residues 48, 69 and 131 for

P4. The RMSF values for important catalytic triad residues (D64, D116 and E152) for drug

binding  remains  very  low,  with  values  less  than  0.1  nm (Figure  7),  throughout  the  MD

simulations in all structures. Looking at residues 140 – 149, which form the 140s loop region

within the IN structure, systems P1 and P2 showed the highest residue fluctuations within that

region. 

Figure 3.6: RMSF of the protein atoms of WT HIV-1CZA IN protein and variant systems

P1, P2, P3 and P4 at 300K are shown. Structures P1 and P2 showing flexibility of residues in the

140s  loop and an  increased  overall  number  of  flexible  regions  compared  to  the  WT,  P3 and P4

structures. Black line colour indicates WT IN, red line colour indicates P1 IN (I113V), green line

colour indicates P2 IN (L63I, V75M, Y143R), blue line colour indicates P3 IN (S119P, Y143R) and

yellow line colour indicates P4 IN (V150A, M154I).  
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3.8.3 Radius of gyration

Radius of gyration (Rg) analysis was performed to determine the compactness of the WT and

mutant structures. This type of analysis provides insight into the overall dimensions of the

protein  structure.  Figure  8  illustrates  the  plot  of  Rg for  backbone  atoms of  the  WT and

complexes P1-P4 from 90 - 150 ns simulation time at 300K. The mean and standard deviation

Rg value for the WT was found to be 3.612 ± 0.012 nm (Figure 8), with complex P3 having

the highest mean Rg value of 3.689 ± 0.015 nm. Structures P1, P2 and P4 had average Rg

values of 3.615 ± 0.014 nm, 3.678 ± 0.015 nm and 3.620 ± 0.012 nm, respectively. These

results suggest that the WT, P1 and P4 structures are more compact compared to other mutant

structures. The repeat simulations also followed a similar trend giving the Rg values for the

WT, P1, P2, P3 and P4 structures as 3.617 ± 0.012 nm, 3.620 ± 0.012 nm, 3.673 ± 0.013 nm,

3.680 ± 0.013 nm and 3.624 ± 0.016 nm, respectively. After the relaxation period, the Rg

values for all the systems were observed to show a stable trend. From the Rg graph, it is

revealed  that  variants  in  complexes  P2 and P3 affect  the  compactness  of  the  IN protein

enzyme.
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Figure 3.7: Rg for backbone atoms of WT HIV-1CZA IN protein and variant systems P1,

P2, P3 and P4 at 300K are shown as a function of time.  Measure of compactness for the

different  complex  systems  plotted  over  the  last  60ns.  Structures  P2  and  P3  are  less  compact  in

comparison  with  structures  P1,  P4  and WT.  Black  line  colour  indicates  WT IN,  red  line  colour

indicates P1 IN (I113V), green line colour indicates P2 IN (L63I, V75M, Y143R), blue line colour

indicates P3 IN (S119P, Y143R) and yellow line colour indicates P4 IN (V150A, M154I).  
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3.8.4 Hydrogen bond analysis

The average number of hydrogen bonds (HBs) formed between the protein and drug was

calculated  for  the  last  50  ns  of  the  simulations.  This  timeframe was  chosen because  we

considered it to be the most stable part of the simulation trajectory. The average number of

HBs formed between the protein and drug were calculated to be 0.482, 0.092, 0.249, 0.007

and 0.011 for the WT, P1, P2, P3 and P4 structures, respectively (Figures 9A-E). From the HB

bar diagram it is shown that the HBs formed within the WT structure between protein and

drug diminished towards the end of the simulation, while P1 formed the highest number of

HBs within the structure between 110 and 140 ns (Figures 9A and 9B). Structure P2 showed

HB contacts throughout the last 50 ns of the simulation and was the only mutant complex that

showed an increased average number of HB formation between the protein and drug (Figure

9C).  With  structure  P3,  HBs  were  sparsely  formed  at  irregular  intervals  and  it  was  the

structure with the least number of HBs (Figure 9D). As previously observed from the polar

interaction analysis (Table 3), no variant made direct hydrogen bond contacts with DTG. The

variants only made hydrogen bond contacts with neighbouring protein residues to either form

more or less polar contacts.
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Figure 3.8: Average intramolecular protein-drug HBs amongst the WT HIV-1CZA IN, its

variant systems P1, P2, P3 and P4 and DTG at 300K for the last 50 ns of the simulations.

(A) Average number of HBs formed between WT IN and DTG. (B) Average number of HBs formed

between mutant P1 IN and DTG. (C) Average number of HBs formed between mutant P2 IN and

DTG. (D) Average number of HBs formed between mutant P3 IN and DTG. (E) Average number of

HBs formed between mutant P4 IN and DTG.
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3.8.5 Pairwise distance analysis

The pairwise distances of the MG ion and the drug DTG in the various HIV-1 IN proteins

systems were calculated for the last 50 ns of the simulations. The analysis indicated smaller

average distances of 0.208 ± 0.001 nm and 0.397 ± 0.028 nm between the MG ions and DTG

in the P2 and WT structures, respectively compared to P1, P3 and P4, each having 0.570 ±

0.039 nm,  0.490 ± 0.040 nm and 0.587 ± 0.041 nm,  respectively  (Figure  10).  From the

pairwise analysis of the repeat simulations we obtained average distances of 0.383 ± 0.036

nm, 0.562 ± 0.041 nm, 0.201 ± 0.008 nm, 0.483 ± 0.030 nm and 0.601 ± 0.055 nm for WT,

P1, P2, P3 and P4 structures, respectively. 

Figure 3.9: Average pairwise distance between MG ions and DTG in the WT and variant

systems P1,  P2,  P3 and P4 at  300K. Minimum distance  calculated  for  the  last  50ns  of  the

simulations.  Black line colour indicates WT IN, red line colour indicates P1 IN (I113V), green line

colour indicates P2 IN (L63I, V75M, Y143R), blue line colour indicates P3 IN (S119P, Y143R) and

yellow line colour indicates P4 IN (V150A, M154I).  
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3.8.6 Non-bonded pairwise interaction analysis

In an effort to quantify the strength of the interaction between the HIV-1C IN protein and drug

DTG, we computed the non-bonded interaction energy between these two molecules. The

total pairwise non-bonded interaction energy (which is not a free energy or a binding energy)

between the IN protein and DTG was calculated for the WT and mutant IN complex systems

over  the full  duration of the simulation run time of 150 ns.  We included the short-range

Coulombic electrostatic interaction energy term and the short-range Lennard-Jones energy

term for our analysis, giving the total non-bonded pairwise interaction energy as the sum of

the two energy terms considered. The calculation does not include entropy changes. The total

non-bonded pairwise interaction energies between the HIV-1CZA protein and DTG were found

to be higher for the WT (-103.215 kJ/mol), compared to the four mutant structures (P1, P2, P3

and P4) each having -66.179, -86.059, -12.728 and -46.780 kJ/mol, respectively. Of all the

complex mutant systems, structure P2 had the highest total non-bonded pairwise interaction

energy while structure P3 had the lowest (Table 5).

Table 5: Non-bonded interaction energy between each of the five HIV-1C IN protein

systems and DTG. 

Energy (kJ/Mol) WT P1 P2 P3 P4

Coul-SR -22.512 -7.908 -15.982 +12.044 +3.429

LJ-SR -80.703 -58.271 -70.077 -24.772 -50.209

Total Interaction energy -103.215 -66.179 -86.059 -12.728 -46.780

Coul-SR: short-range Coulombic electrostatic interaction energy, LJ-SR: short-range Lennard-Jones interaction

energy.

3.8.7 Structural snapshot/conformational analysis

We performed interaction analyses of six snapshots (every 10 ns) for each of the simulations

systems to determine which residues played a role in the binding of DTG to the IN protein in

the  WT and  mutant  IN  protein  complex  structures.  For  the  WT complex,  we  observed

interactions between DTG, MG, DDE motif resides, DNA nucleotides and also with some

amino  acid  residues  (Table  6).  Interactions  were  also  observed  between  DTG,  DNA

nucleotides and amino acid residues for the P1 system. Interestingly, structure P2 showed the

most interactions between DTG and DNA nucleotides and amino acid residues. Additionally,

the structure showed DTG interacting with the DDE motif residues D64, D116 and E152 and

MG ions (Table 6). The mutation complexes P3 and P4 had interactions between DTG and

DNA nucleotides, with P3 having the least number of polar interactions (Table 6).
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Table  6: Summary  of  interaction  analysis  calculated  for  each  of  the  six  different

snapshots of the five systems.

Structure Cluster Interactions
Hydrogen bonds Ionic

WT 1 (100 ns) 9 (D64, C65, P142, E152, THY11a, GUA22 a) MG
2 (110 ns) 8 (D64, C65, E152, THY11a, GUA22 a) MG
3 (120 ns) 7 (D64, C65, THY11a, GUA22 a) MG
4 (130 ns) 8 (D64, C65, P142, E152, THY11a) MG
5 (140 ns) 9 (D64, C65, E152, THY11a, GUA22a) MG
6 (150 ns) 6 (C65, THY11a, GUA22a) MG

P1 1 (100 ns) 2 (N144) None 
2 (110 ns) 1 (P142) None 
3 (120 ns) 2 (ADE21a, THY24 a) None 
4 (130 ns) 3 (ADE21a, P142, Y143) None 
5 (140 ns) 3 (ADE21a; Y143) None 
6 (150 ns) 0 None

P2 1 (100 ns) 8 (CYT10a, THY11a, D64, D116, P142) MG
2 (110 ns) 7 (CYT10a, THY11a, GUA22a, D64, D116, P142) MG
3 (120 ns) 5 (THY11a, GUA22a, D116, Q148, E152) MG
4 (130 ns) 5 (THY11a, GUA22a, D64, D116) MG
5 (140 ns) 12 (CYT10a, THY11a, GUA22a, D64, D116, P142,

E152)
MG

6 (150 ns) 10 (CYT10a, THY11a, D64, D116, P142, E152 MG
P3 1 (100 ns) 0 None

2 (110 ns) 0 None
3 (120 ns) 1 (ADE21a) None
4 (130 ns) 1 (ADE27a) None
5 (140 ns) 0 None
6 (150 ns) 0 None

P4 1 (100 ns) 2 ( CYT20a, ADE21a) None
2 (110 ns) 1 (CYT20a) None
3 (120 ns) 1 (CYT20a) None
4 (130 ns) 2 (GUA19a, CYT20a) None
5 (140 ns) 3 (CYT20a, ADE21a) None
6 (150 ns) 3 (CYT20a, ADE21a, GUA22a) None

aInteractions with DNA nucleotide residues
Abbreviations  of  DNA  nucleotides:  ADE-Adenine;  CYT-Cytosine;  GUA-Guanine;  THY-Thymine.
Abbreviations of amino acids: D-Aspartic Acid; E-Glutamic Acid; N-Asparagine; P-Proline; Q-Glutamine; S -
Serine; Y - Tyrosine.
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CHAPTER 4 Discussion and Conclusion

4.1 Discussion

The assessment of mutations/variants from our sample cohort of viral sequences led to the

discovery of newly identified variants in a South African population that we considered to be

novel within the country and continent. Out of the 21 new variants that we identified, a few of

these  variants  have been identified in  patients  from other  countries  and were  reported  in

literature.  A study  done  in  German  HIV-1  non-B  subtype  infected  patients,  frequently

observed mutations S119P, M154I and T206S in HIV-1 IN for patients that were failing RAL

treatment (Sichtig  et al., 2009). They classified these mutations as natural polymorphisms.

Another laboratory in France also observed mutations S39C, I113V, S119P, I135V, I220L/V,

S195G and T206S from four  HIV-1B patients  who were failing RAL treatment  and also

classified them as naturally occurring polymorphisms (Malet  et al., 2008). Based on these

findings  and  their  reports,  we  may  also  classify  our  new variants  as  naturally  occurring

polymorphisms associated with RAL failure in HIV-1C patients. 

The emergence of cross-resistance to first-generation INSTIs has become a serious problem in

the therapy of HIV-1 infection. Several in silico studies involving MD simulations, have been

performed to investigate and analyze the structural impact of known primary RAMs from

RAL and EVG treatment on the HIV-1 IN structure as single or double mutants (Chen et al.,

2013,  2015;  Dewdney  et  al.,  2013;  Xue  et  al.,  2013).  These studies have helped to  give

insight to the mechanisms of resistance imposed by these mutations on the IN structure, but,

some of the findings were inconclusive. This was due to the use of incomplete HIV-1 IN

structures or poor quality of the protein models used. All of these studies also only considered

HIV-1B IN and  protein  models  of  low sequence  identity.  However,  this  data  from these

previous  studies  has  helped to  build  towards  the successful  modelling  of  the HIV-1C IN

tetramer. In our study, we have successfully modelled a reliable and complete 3D homology

model of the HIV-1C IN protein and have made the structure to be available upon request

(Chitongo  et al.,  2020). The structural modelling of HIV-1C IN considered a homologous

template of high sequence identity, and good overall target sequence coverage, compared to

previous  homology models  that  considered templates  of  low sequence  identity.  We could

therefore accurately reconstruct HIV-1C using the close homolog HIV-1B crystal structure as

template  to  infer  accurate  drug  interactions.  Further  inspection  of  the  overall  structure

confirmed accurate prediction of more than 90.0% of domains within the protein structure,
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compared to the template HIV-1B structure. The quality analysis  provided support for the

predicted model based on side chain conformations. 

Mutations  play  a  fundamental  role  in  evolution  by  introducing  diversity  into  genomes.

Missense  mutations  in  structural  genes  may  become  either  selectively  advantageous  or

disadvantageous  to  the  organism  by  affecting  protein  stability  and/or  interfering  with

interactions between partners, with the big challenge being to identify and characterize those

genetic  mutations  that  have  functional  consequences  (Pires,  Ascher  and  Blundell,  2014).

Predicting the impacts of mutations on protein stability and interactions is fundamental to the

understanding of various biological processes, including disease and drug resistance. One of

the known primary RAMs associated with RAL failure (Y143R) was selected in our study,

together  with  six  other  variants  new to  the  SA population  (L63I,  V75M, I113V,  S119P,

V150A, M154I), to analyze their effect on HIV-1C IN protein stability. Stability predictions

showed contradicting  results,  whereby an  amino  acid  substitution  that  resulted  in  loss  of

interactions  (S119P)  was  predicted  to  stabilize  the  protein  structure,  but  reduce  protein-

binding  affinity,  and  vice  versa.  Moreover,  the  mCSM  stability  predicting  tool  had  a

limitation of its inability to simultaneously consider the effect of multiple mutations on the

protein IN structure, which could further assist to have a better understanding of the impact of

multiple mutations on the protein stability. 

In an effort to fully comprehend the effects of individual, double or triple mutations, we opted

to use MD simulations to understand the effect of selected variants and Y143R on protein

movement  and  drug  interactions.  MD  analyses  have  been  shown  to  be  successful  in

quantifying small changes in protein structures that can affect overall drug binding (Nair and

Miners, 2014). Interaction analyses from the various HIV-1C IN complex clusters from the

MD simulations verified the mCSM stability  prediction results.  Variants L63I,  V75M and

I113V were all calculated to cause instability within the protein structure, but they favoured

the protein-DNA affinity. Interaction analysis of clusters for mutant IN complexes P1 (I113V)

and P2 (L63I, V75M, Y143R) showed a higher number of polar contacts between the protein

with DTG and DNA nucleotides with DTG, suggesting DTG outcompetes viral DNA for host

DNA. Pairwise interaction analysis between the MG ions and DTG also showed that structure

P2 had the smallest average distance (0.208 ± 0.001 nm), a finding that further supports the

increased polar contacts between DTG, MG ions and the DDE motif residues of the HIV-1C

IN. Structure P3 contained variants S119P and Y143R, both of which reduced the protein-

DNA affinity of the complex, not stabilizing the viral DNA complex. However, S119P also
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resulted in a loss of residue interactions, destabilizing the protein structure which can affect

DTG drug binding. Furthermore,  variants V150A and M154I (mutant system P4) showed

reduced protein-DNA affinity,  not favouring viral  DNA integration,  although having polar

contacts between DNA nucleotides and DTG meaning these variants have no impact on drug

binding.

Additionally,  to  the  interaction  analysis  of  the  clusters,  hydrogen  bonds  (HBs)  and  non-

bonded pairwise interaction analysis supported the findings reported above. The WT HIV-1C

IN complex had the highest number of possible HBs formed between the protein and DTG,

which in  turn was confirmed by high non-bonded interaction  energy.  HIV-1C mutant  IN

complex P2 also had a high probability of forming HBs between the protein and DTG, a

result that was also supported by the high non-bonded interaction energy amongst the mutant

complexes. Based on these findings, we can conclude that variants that destabilize the protein

structure using the mCSM stability prediction tool, are favourable to the binding of the drug

to the IN protein. This is because such variants result in increased HB formation between the

IN protein and drug, and they also lead to high non-bonded interaction energies within the

structure. 

Various trajectory analyses were performed with the WT and mutant IN complexes, with all

results being reported relative to the WT structure. From the analyses we found that mutant

complex structures P1 (I113V) and P2 (L63I,  V75M, Y143R) had increased flexibility  in

various  regions  including  the  140s  loop region.  Structure  P2 also  showed a  reduction  in

structure compactness, implying a possibility of the structure unfolding during simulation but

this  can  only  be  confirmed  by  performing  long  microsecond  simulations.  Interestingly,

analyses of IN structure P3 (S119, Y143R) showed a high deviation of its backbone atoms

from the starting structure, suggesting that a combination of mutations S119P and Y143R

could result in increased rigidity. Additionally, the same structure had reduced flexibility of

residues overall and an increased loss in the compactness of the structure amongst the mutant

complexes. On the contrary, mutant complex P4 remained tightly folded and had the lowest

deviation of its backbone atoms compared to the WT and other mutant complexes. The role to

which variants V150A and M154I play in this observation, still remains unknown. 

By virtue of observation, HIV-1C IN mutant complex structures containing mutation Y143R

(P2 and P3) were observed to have reduced compactness. The reason for this is unknown, but

other reports have also confirmed a similar effect of Y143R on the compactness of the IN, but
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only when the mutation is accompanied by another mutation (Kobayashi et al., 2011; Cahn et

al., 2013). Of interest was how complexes P1 and P4 had large distances between their MG

ions and DTG relative to other structures. The reason for this is assumed to be due to the

increased instability of the IN protein from the mutations in these complexes as indicated by

the mCSM webserver results, where I113V (ΔG = -1.817) and V150A (ΔG = -1.509) highly

destabilize the IN protein.  Another  finding from a study on the impact  of variant  M154I

(which  is  in  P4)  to  the  effectiveness  of  EVG binding  showed  that  the  variant  mediated

resistance to EVG (Hutapea and Widodo, 2018). In their work, Hutapea and Widodo (2018)

showed that  the variant  M154I resulted  in  EVG binding more strongly  to  the  mutant  IN

compared to the WT. This contradicts our findings where in the P4 IN complex, the drug is

far  from the  binding  pocket  compared  to  the  WT IN  complex.  Additionally,  mutant  IN

complex P4 also had relatively fewer HBs forming between the protein and DTG, which

could be due to the increased distance between the binding pocket  and DTG. Mutant  IN

complex P3 had a significant distance also between MG ions and DTG and in turn the least

HBs. The reason for this finding is assumed to be a result of the variant S119P that was found

to lose all polar contacts from the IN protein after mutation when we analyzed polar contact

interactions and therefore destabilize the IN-DNA complex (Table 3). Even though Y143R

was found to result in one increased polar contact in the IN structure after mutation (Table 3),

it can reduce flexibility of the 140s loop, directly affecting drug binding in combination with

S119P which destabilizes the IN structure. To support this effect of variant S119P, an in vitro

study  by  Santoro  et  al.  (2020)  reported  high-level  resistance  to  all  INSTIs,  including

bictegravir (BIC) and DTG for isolates that contained S119P and Y143R. Hachiya and team

(Hachiya  et  al.,  2015)  also  conducted  in  vitro studies  on  the  impact  of  S119P  to  the

susceptibility of INSTIs. In their work they observed that variant S119P does not confer much

resistance  on its  own but  it  rather  reduced the susceptibility  of  INSTIs  (mainly  RAL) in

combination with known primary resistance associated mutations.    

4.2 Conclusion

In  this  study,  a  complete  3D  HIV-1C  IN  tetrameric  protein  model  of  good  quality  and

reliability was reproduced, that can be used for further in silico studies for HIV-1C subtype.

We also managed to identify new variants from our South African sample cohort which we

selectively assessed their impact on the HIV-1C IN protein. From our findings, we can report

and conclude that  variant  S119P in combination with any known RAM might  reduce the

efficacy of DTG treatment in HIV-1C patients, and this needs to be validated experimentally.

Additionally,  variants  V150A and M154I should also be investigated  further,  as they too

55

https://etd.uwc.ac.za/



result  in  poor  drug  binding  from  reduced  polar  interactions  and  weaker  non-bonded

interaction  energy.  Overall,  DTG is  susceptible  of  being  effective  when used by HIV-1C

treatment experienced patients who will be failing cART treatment regimens containing RAL.

4.3 Limitations of the work

Even though we successfully modelled a complete tetrameric homology model of HIV-1C IN

and assessed the effects of some new selected polymorphic mutations on the stability of the

IN protein and binding of DTG, there are several limitations to this work. Our study was

limited to the number of samples that were analysed. More sequences need to be screened, for

any new resistance mutations that could be associated with RAL failure from ART treatment-

experienced patients. The genetic diversity of HIV-1 continues to complicate the control of

the pandemic. This is an evolving epidemic; as such it would be critical to keep monitoring

patients  for  therapy  outcomes,  when  switched  to  new INSTIs  treatment  regimen.  Future

computational work will include binding free energy calculations to include entropic effects

on drug binding.
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Appendix B: Figure showing localization of variants

HIV-1C IN showing the  localization of  mutations and their  overall  positions relative to the

catalytic actuve site (DDE motif) and drug DTG. Drug DTG is coloured red, DDE motif residues

(D64, D116, E152) are coloured magenta and selected variants (I63, M75, V113, P119, R143, A150

and I154) are coloured orange. 
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Appendix C: Repeated backbone RMSDs 

Backbone RMSDs of the WT HIV-1CZA IN protein and variant systems P1, P2, P3 and

P4 at 300K are shown as a function of time. At approximately 80  ns  all  systems reached

equilibrium. Black line colour indicates WT IN, red line colour indicates P1 IN (I113V), green line

colour indicates P2 IN (L63I, V75M, Y143R), blue line colour indicates P3 IN (S119P, Y143R) and

yellow line colour indicates P4 IN (V150A, M154I). 
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Appendix D: Repeated average intramolecular protein-drug HBs  

Average intramolecular protein-drug HBs amongst  the WT HIV-1CZA IN,  its  variant

systems P1, P2, P3 and P4 and DTG at 300K for the last 50 ns of the simulations.  (A)

Average number of HBs formed between WT IN and DTG. (B) Average number of HBs formed

between mutant P1 IN and DTG. (C) Average number of HBs formed between mutant P2 IN and

DTG. (D) Average number of HBs formed between mutant P3 IN and DTG. (E) Average number of

HBs formed between mutant P4 IN and DTG.
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Appendix E: Repeated Rg of backbone atoms  

Rg for backbone atoms of WT HIV-1CZA IN protein and variant systems P1, P2, P3 and

P4 at 300K are shown as a function of time. Measure of compactness for the different complex

systems plotted over the last 60ns. Black line colour indicates WT IN, red line colour indicates P1 IN

(I113V), green line colour indicates P2 IN (L63I, V75M, Y143R), blue line colour indicates P3 IN

(S119P, Y143R) and yellow line colour indicates P4 IN (V150A, M154I).  
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Appendix F: Repeated average pairwise distance 

Average pairwise distance between MG ions and DTG in the WT and variant  systems

P1, P2, P3 and P4 at 300K. Minimum distance calculated for the last 50ns of the simulations.

Black line colour indicates WT IN, red line colour indicates P1 IN (I113V), green line colour indicates

P2 IN (L63I, V75M, Y143R), blue line colour indicates P3 IN (S119P, Y143R) and yellow line colour

indicates P4 IN (V150A, M154I).  
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Appendix G:  Polar interaction analyses on extracted simulation clusters for the WT HIV-

1CZA   IN and variant systems P1, P2, P3 and P4

WT IN system’s polar interactions between DTG and protein residues for the last 50 ns of the

simulation. (A) 100 ns (B) 110 ns (C) 120 ns (D) 130 ns (E) 140 ns (F) 150 ns. DTG is coloured in

red, MG ions coloured green, DDE motif residues (D64, D116, E152) are coloured magenta and DNA

nucleotides or protein resides are coloured by element.  The polar  contacts between DTG and the

neighbouring residues are represented by the yellow dashes.
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P1 variant IN system’s polar interactions between DTG and protein residues for the last 50 ns of

the simulation. (A) 100 ns (B) 110 ns (C) 120 ns (D) 130 ns (E) 140 ns (F) 150 ns. DTG is coloured

in red, MG ions coloured green, DDE motif residues (D64, D116, E152) are coloured magenta and

DNA nucleotides or protein resides are coloured by element. The polar contacts between DTG and the

neighbouring residues are represented by the yellow dashes.
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P2 variant IN system’s polar interactions between DTG and protein residues for the last 50 ns of

the simulation. (A) 100 ns (B) 110 ns (C) 120 ns (D) 130 ns (E) 140 ns (F) 150 ns. DTG is coloured

in red, MG ions coloured green, DDE motif residues (D64, D116, E152) are coloured magenta and

DNA nucleotides or protein resides are coloured by element. The polar contacts between DTG and the

neighbouring residues are represented by the yellow dashes.
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P3 variant IN system’s polar interactions between DTG and protein residues for the last 50 ns of

the simulation. (A) 100 ns (B) 110 ns (C) 120 ns (D) 130 ns (E) 140 ns (F) 150 ns. DTG is coloured

in red, MG ions coloured green, DDE motif residues (D64, D116, E152) are coloured magenta and

DNA nucleotides or protein resides are coloured by element. The polar contacts between DTG and the

neighbouring residues are represented by the yellow dashes.
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P4 variant IN system’s polar interactions between DTG and protein residues for the last 50 ns of

the simulation. (A) 100 ns (B) 110 ns (C) 120 ns (D) 130 ns (E) 140 ns (F) 150 ns. DTG is coloured

in red, MG ions coloured green, DDE motif residues (D64, D116, E152) are coloured magenta and

DNA nucleotides or protein resides are coloured by element. The polar contacts between DTG and the

neighbouring residues are represented by the yellow dashes.
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Appendix H: Published work from this study
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